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Note: Attempt all the five questions. Scientific calculators are not allowed! 
 

Question 1 [Marks: 5+5]:  
I. Choose the correct answer: 

(i) If 𝑊 is the subspace {(𝑎‚ 𝑏‚ 𝑐‚ 𝑑) ∈ ℝ : 𝑏 = 𝑎 − 𝑐} of Euclidean space ℝ , then dim(𝑊) is:  
a) 1                                  b) 2                             c) 3                             d) 4. 

(ii) If 𝑟𝑎𝑛𝑘(𝐴) = 3 where 𝐴 is a matrix of size 5 × 9, then 𝑛𝑢𝑙𝑙𝑖𝑡𝑦(𝐴 ) is: 
a)  1                                 b) 2                             c) 3                             d) 6. 

(iii) If 𝜃 is the angle between the matrices 𝐴 =
2 4

−1 3
 and 𝐵 =

−3 1
4 2

 with respect to the 

inner product < A, B > = trace (A𝐵 ), then 𝑐𝑜𝑠 𝜃  is:   

a) 
√

               b)                      c)   
√

                    d)  0. 

(iv) The value of 𝑘 for which the vectors 𝒖 ∶= (𝑢 = 2‚ 𝑢 = −4) and 𝒗 ∶= (𝑣 = 1‚ 𝑣 = 3)  
in ℝ  are orthogonal with respect to the inner product 〈𝒖‚𝒗〉 = 2𝑢 𝑣 + 𝑘𝑢 𝑣  is: 

a) 
√

               b)                      c)   
√

                    d)   . 

         (v)      If 𝐵 = {(2,1)‚ (−3,4)} and 𝐶 = {(1,1)‚ (0,3)} are bases of ℝ , then the transition 
        matrix BPC  from 𝐶 to 𝐵  is: 

       a) 
7
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1
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9
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            b)   
7
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9
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              c)    
7
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9
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              d)  
9
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7
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1
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. 

    II.    Determine whether the following statements are true or false; justify your answer. 

          (i)      If  𝐴, 𝐵 ∈ 𝑀 (ℝ), then    𝑑𝑒𝑡 𝐴T𝐵 = 𝑑𝑒𝑡 𝐵T𝐴 .  

 
          (ii)     A basis for solution space of the following linear system is {(4‚1‚0‚0)‚ (−3‚0‚1‚0)}: 

   
𝑥 − 4𝑥 + 3𝑥 −    𝑥  = 0
2𝑥 − 8𝑥 + 6𝑥 − 3𝑥 = 0.

 

 
 
          (iii)    If   𝑊 = {𝐴 ∈ 𝑀 (ℝ): 𝐴 is singular}, then W is vector subspace of  𝑀 (ℝ).  
 

 
 
 

          (iv)    If   𝑢, 𝑣   and  𝑤  are  vectors  in  an  inner product space  such that   〈𝑢‚𝑣〉 = 3,   〈𝑣‚𝑤〉 = −5,  
                    〈𝑢‚𝑤〉 = −1 and  ‖𝑢‖ = 2, then   〈𝑢 − 2𝑤‚3𝑢 + 𝑣〉 = 25. 
 

 
          (v)     If the characteristic polynomial of 2 × 2 matrix 𝐴 is   𝑞 (𝜆) = 𝜆 − 1, then 𝐴 is diagonalizable. 
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Question 2 [Marks: 2+2+2]: Consider the matrices 𝐴 =

1   1   0   0 
0   1   1   1
1   0   1   2
1   1   1   2

  and  𝐵 =

1 1 0 0    2
0 1 1 1 −1
1 0 1 2    1
1 1  1 2 −2

. Then:  

a) Find   𝐴  by the elementary matrix method.  
b) Show that   𝑛𝑢𝑙𝑙𝑖𝑡𝑦(𝐴) ≠ 𝑛𝑢𝑙𝑙𝑖𝑡𝑦(𝐵). 
c) Find a basis for the null space  𝑁(𝐵).  

 
Question 3 [Marks: 3+3]: 

a) Find the values of  𝑥  so that the set { (1, −2, 𝑥), (1, −𝑥, 2 ), (1, −4, 2𝑥)} is linearly independent 
in the Euclidean space  ℝ . 

b) Let  𝑭 ∶= 𝑠𝑝𝑎𝑛( 1, −1, 0, 1), (0, 1, 0, −1), (−1, 2, 0, −1) ) in ℝ . Find a basis for 𝑭 and show  

that   (0, 1, 0, 0)  ∈ 𝑭. 
 

Question 4: [Marks: 2+4] 
a) Let 𝑢  and 𝑣 be any two vectors in an inner product space. Show that: 

2(‖𝑢‖  +‖𝑣‖ ) =  ‖𝑢 + 𝑣‖ + ‖𝑢 − 𝑣‖ . 
b) Let the set 𝐵 ∶= {𝒖 = (1‚0‚0), 𝒖 = (3‚1‚ − 1), 𝒖 = (0‚3‚1)} be linearly independent in the 

Euclidean inner product space ℝ . Construct an orthonormal basis for ℝ  by applying the Gram-
Schmidt algorithm on  𝐵.  

 
Question 5: [Marks: (4+2) +  (2+2+2)] 

a) Let  𝑩 = { (1, 1, 0), (0, 1, 1), (1, 0, 1)}  be a basis for  ℝ ,  𝑪 = { 𝑥 + 1, 𝑥 − 1, 𝑥 + 1 }  be a basis 
for 𝑃   (the vector space of all real polynomials in variable 𝑥 of degree ≤ 2  . Let  𝑻: ℝ → 𝑃  be 
the linear transformation: 𝑻(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏) + (𝑏 + 𝑐)𝑥 + (𝑎 + 𝑐)𝑥 ,  ∀ (𝑎, 𝑏, 𝑐) ϵ ℝ . Then:  

(i) Find the values of  q, r, s  in the transformation matrix  [𝑻]𝑩
𝑪 =

1     𝑞     0
𝑟     1     1
1     1      𝑠

   with respect  

to the bases  B and C.  
(ii) Find the coordinate vector   [𝑇(1,1,1)]𝑪. 

b) Let   𝐴 =
1     7       0
0     2       2
0     0  − 1

. Then:  

   
(i) Show that the matrix 𝐴  is diagonalizable. 
(ii) Find an invertible matrix 𝑃 and a diagonal matrix 𝐷 satisfying  𝑃 𝐴𝑃 = 𝐷. 
(iii) Find  𝐴 .  
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