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Exercise 1 Claims in a portfolio of house contents policies have been mod-
eled by a Pareto distribution with parameters � = 6 and � = 1500. In�ation
for next year is expected to be 5%, but a $100 deductible is to be introduced
for all claims as well. What will be the resulting decrease in average claim
payment for next year?

A) 58:45 B) 68:45 C) 78:45 D) 88:45 E) 98:45

Exercise 2 The claim frequency of a good driver is distributed as Poisson
(� = 1), and the claim frequency of a bad driver is distributed as Poisson
(� = 4). A town consists of 80% good drivers and 20% bad drivers. What are
the mean and variance of the claim frequency of a randomly selected driver
from the town?

Exercise 3 If the number of claims is distributed as a zero modi�ed Poison
distribution with � = 3 and pM0 = 0:5, calculate: a. Pr(N = 0) b. Pr(N = 1)
c. Pr(N = 2) d. E(N) e. var(N).

Exercise 4 In year 2007, claim amounts have the following Pareto distrib-
ution

F (x) = 1�
�

800

x+ 800

�3
The annual in�ation rate is 8%. A franchise deductible of 300 will be im-
plemented in 2008. Calculate the loss elimination ratio of the franchise de-
ductible.

A) 0:065 B) 0:165 C) 0:265 D) 0:365 E) 0:465

1



Exercise 5 (Bonus) Losses follow a Pareto distribution with � = 5 and
� = 2000. An insurance policy covering these losses has a deductible of 100
and makes payments directly to the physician. Additionally, the physician
is entitled to a bonus if the loss is less than 500. The bonus is 10% of the
di¤erence between 500 and the amount of the loss.
The following table should help clarify the arrangement:

Amount of Loss Loss Payment Bonus
50 0 45
100 0 40
250 150 25
400 300 10
500 400 0

Calculate the expected total payment (loss payment plus bonus) from the in-
surance policy to the physician per loss.

A) 431:83 B) 451:83 C) 481:83 D) 511:83 E) 551:83
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A.2.3 Two-parameter distributions

A.2.3.1 Pareto (Pareto Type II, Lomax)–α, θ

f(x) =
αθα

(x+ θ)α+1
F (x) = 1−

µ
θ

x+ θ

¶α
E[Xk] =

θkΓ(k + 1)Γ(α− k)

Γ(α)
, −1 < k < α

E[Xk] =
θkk!

(α− 1) · · · (α− k)
, if k is an integer

VaRp(X) = θ[(1− p)−1/α − 1]

TVaRp(X) = VaRp(X) +
θ(1− p)−1/α

α− 1 , α > 1

E[X ∧ x] =
θ

α− 1

"
1−

µ
θ

x+ θ

¶α−1#
, α 6= 1

E[X ∧ x] = −θ ln
µ

θ

x+ θ

¶
, α = 1

E[(X ∧ x)k] =
θkΓ(k + 1)Γ(α− k)

Γ(α)
β[k + 1, α− k;x/(x+ θ)] + xk

µ
θ

x+ θ

¶α
, all k

mode = 0

A.2.3.2 Inverse Pareto–τ , θ

f(x) =
τθxτ−1

(x+ θ)τ+1
F (x) =

µ
x

x+ θ

¶τ
E[Xk] =

θkΓ(τ + k)Γ(1− k)

Γ(τ)
, −τ < k < 1

E[Xk] =
θk(−k)!

(τ − 1) · · · (τ + k)
, if k is a negative integer

VaRp(X) = θ[p−1/τ − 1]−1

E[(X ∧ x)k] = θkτ

Z x/(x+θ)

0

yτ+k−1(1− y)−kdy + xk
∙
1−

µ
x

x+ θ

¶τ¸
, k > −τ

mode = θ
τ − 1
2

, τ > 1, else 0

A.2.3.3 Loglogistic (Fisk)–γ, θ

f(x) =
γ(x/θ)γ

x[1 + (x/θ)γ ]2
F (x) = u, u =

(x/θ)γ

1 + (x/θ)γ

E[Xk] = θkΓ(1 + k/γ)Γ(1− k/γ), −γ < k < γ

VaRp(X) = θ(p−1 − 1)−1/γ
E[(X ∧ x)k] = θkΓ(1 + k/γ)Γ(1− k/γ)β(1 + k/γ, 1− k/γ;u) + xk(1− u), k > −γ

mode = θ

µ
γ − 1
γ + 1

¶1/γ
, γ > 1, else 0
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Appendix B

An Inventory of Discrete
Distributions

B.1 Introduction
The 16 models fall into three classes. The divisions are based on the algorithm by which the probabilities are
computed. For some of the more familiar distributions these formulas will look different from the ones you
may have learned, but they produce the same probabilities. After each name, the parameters are given. All
parameters are positive unless otherwise indicated. In all cases, pk is the probability of observing k losses.
For finding moments, the most convenient form is to give the factorial moments. The jth factorial

moment is μ(j) = E[N(N − 1) · · · (N − j + 1)]. We have E[N ] = μ(1) and Var(N) = μ(2) + μ(1) − μ2(1).
The estimators which are presented are not intended to be useful estimators but rather for providing

starting values for maximizing the likelihood (or other) function. For determining starting values, the
following quantities are used [where nk is the observed frequency at k (if, for the last entry, nk represents
the number of observations at k or more, assume it was at exactly k) and n is the sample size]:

μ̂ =
1

n

∞X
k=1

knk, σ̂2 =
1

n

∞X
k=1

k2nk − μ̂2.

When the method of moments is used to determine the starting value, a circumflex (e.g., λ̂) is used. For
any other method, a tilde (e.g., λ̃) is used. When the starting value formulas do not provide admissible
parameter values, a truly crude guess is to set the product of all λ and β parameters equal to the sample
mean and set all other parameters equal to 1. If there are two λ and/or β parameters, an easy choice is to
set each to the square root of the sample mean.
The last item presented is the probability generating function,

P (z) = E[zN ].

B.2 The (a, b, 0) class
B.2.1.1 Poisson–λ

p0 = e−λ, a = 0, b = λ pk =
e−λλk

k!

E[N ] = λ, Var[N ] = λ P (z) = eλ(z−1)

9
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B.3.1.4 Zero-truncated binomial–q,m, (0 < q < 1, m an integer)

pT1 =
m(1− q)m−1q
1− (1− q)m

, a = − q

1− q
, b =

(m+ 1)q

1− q
,

pTk =

¡
m
k

¢
qk(1− q)m−k

1− (1− q)m
, k = 1, 2, . . . ,m,

E[N ] =
mq

1− (1− q)m
,

Var[N ] =
mq[(1− q)− (1− q +mq)(1− q)m]

[1− (1− q)m]2
,

q̃ =
μ̂

m
,

P (z) =
[1 + q(z − 1)]m − (1− q)m

1− (1− q)m
.

B.3.1.5 Zero-truncated negative binomial–β, r, (r > −1, r 6= 0)

pT1 =
rβ

(1 + β)r+1 − (1 + β)
, a =

β

1 + β
, b =

(r − 1)β
1 + β

,

pTk =
r(r + 1) · · · (r + k − 1)

k![(1 + β)r − 1]
µ

β

1 + β

¶k
,

E[N ] =
rβ

1− (1 + β)−r
,

V ar[N ] =
rβ[(1 + β)− (1 + β + rβ)(1 + β)−r]

[1− (1 + β)−r]2
,

β̃ =
σ̂2

μ̂
− 1, r̃ =

μ̂2

σ̂2 − μ̂
,

P (z) =
[1− β(z − 1)]−r − (1 + β)−r

1− (1 + β)−r
.

This distribution is sometimes called the extended truncated negative binomial distribution because the
parameter r can extend below 0.

B.3.2 The zero-modified subclass

A zero-modified distribution is created by starting with a truncated distribution and then placing an arbitrary
amount of probability at zero. This probability, pM0 , is a parameter. The remaining probabilities are
adjusted accordingly. Values of pMk can be determined from the corresponding zero-truncated distribution
as pMk = (1−pM0 )p

T
k or from the corresponding (a, b, 0) distribution as pMk = (1− pM0 )pk/(1− p0). The same

recursion used for the zero-truncated subclass applies.
The mean is 1− pM0 times the mean for the corresponding zero-truncated distribution. The variance is

1−pM0 times the zero-truncated variance plus pM0 (1−pM0 ) times the square of the zero-truncated mean. The
probability generating function is PM (z) = pM0 + (1 − pM0 )P (z), where P (z) is the probability generating
function for the corresponding zero-truncated distribution.
The maximum likelihood estimator of pM0 is always the sample relative frequency at 0.
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