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Preface

Since the publication of the first edition of Drug-Drug Interactions in 2002, our knowledge of the various human drug-metabolizing enzyme systems and drug transporters has continued to grow at a rapid pace. This continued growth in knowledge has been fueled by further advances in molecular biology, the continued availability of human tissue, and the development of additional model systems and sensitive assay methods for studying drug metabolism and transport in vitro and in vivo. Broadly speaking, there has been considerable progress in six major areas: in silico (computer-based) approaches, transgenic animal models, pharmacokinetic-based predictions and modeling, the characterization of additional drug-metabolizing enzymes (e.g., CYP2B6 and CYP2C8), characterization of nuclear hormone receptors (e.g., pregnane X receptor), and the classification, characterization, and study of influx and efflux drug transporters. Consequently, it became necessary to revise the first edition of Drug-Drug Interactions, and more than three quarters of the original chapters were updated. In response to the constructive feedback of numerous readers and reviewers, the index was expanded and the sequence of the chapters rearranged. However, the second edition still presents the subject of drug-drug interactions from a preclinical, clinical, toxicological, regulatory, industrial, and marketing perspective.

During the preparation of the second edition, many of us were saddened by the passing of Grant Wilkinson, Ph.D, D.Sc. He contributed extensively to the fields of drug metabolism, drug interactions, pharmacokinetics, and pharmacogenetics. As editor, I appreciate greatly his contributions to Drug-Drug Interactions and dedicate the second edition of the book to him.

A. David Rodrigues, Ph.D.
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Introducing Pharmacokinetic and Pharmacodynamic Concepts

Malcolm Rowland

University of Manchester, Manchester, U.K.

I. SETTING THE SCENE

All effective drugs have the potential for producing both benefits and risks associated with desired and undesired effects. The particular response to a drug by a patient is driven in one way or another by the concentration of that drug, and sometimes its metabolites, at the effect sites within the body. Accordingly, it is useful to partition the relationship between drug administration and response into two phases, a pharmacokinetic phase, which relates drug administration to concentrations within the body produced over time, and a pharmacodynamic phase, which relates response (desired and undesired) produced to concentration. In so doing, we can better understand why patients vary in their response to drugs, which includes genetics, age, disease, and the presence of other drugs.

Patients often receive several drugs at the same time. Some diseases, such as cancer and AIDS, demand the need for combination therapy, which works better than can be achieved with any one of the drugs alone. In other cases, the patient is suffering from several conditions, each of which is being treated with one or more drugs. Given this situation and the many potential sites for interaction that exist within the body, it is not surprising that an interaction may occur between them, whereby either the pharmacokinetics or the pharmacodynamics of one drug is altered by another. More often than not, however, the interaction is of no clinical significance, because the response of most systems within the body is
graded, with the intensity of response varying continuously with the concentration of the compound producing it. Only when the magnitude of change in response is large enough will an interaction become of clinical significance, which in turn varies with the drug. For a drug with a narrow therapeutic window, only a small change in response may precipitate a clinically significant interaction, whereas for a drug with a wide margin of safety, large changes in, say, its pharmacokinetics will have no clinical consequence. Also, it is well to keep in mind that some interactions are intentional, being designed for benefit, as often arises in combination therapy. Clearly, those of concern are the unintentional ones, which lead to either ineffective therapy through antagonism or lower concentrations of the affected drug or, more worryingly, excessive toxicity, which sometimes is so severe as to limit the use of the offending drug or, if it produces fatality, result in its removal from the market.

This chapter lays down the conceptual framework for understanding the quantitative and temporal aspects of drug-drug interactions, hereafter called drug interactions for simplicity. Emphasis is placed primarily on the pharmacokinetic aspects, partly because pharmacokinetic interactions are the most common cause of undesirable and, to date, unpredictable interactions and also because most of this book is devoted almost exclusively to this aspect and indeed to one of its major components, drug metabolism. Some pharmacodynamic aspects are also covered, however, for there are many similarities between pharmacokinetic and pharmacodynamic interactions at the molecular level and because ultimately one has to place a pharmacokinetic interaction into a pharmacodynamic perspective to appreciate the likely therapeutic impact (1–5).

II. BASIC ELEMENTS OF PHARMACOKINETICS

As depicted in Figure 1, it is useful to divide pharmacokinetic processes in vivo broadly into two parts, absorption and disposition. Absorption, which applies to all sites of administration other than direct injection into the bloodstream, comprises all processes between drug administration and appearance in circulating blood. Bioavailability is a measure of the extent to which a drug is absorbed. Disposition comprises both the distribution of a drug into tissues within the body and its elimination, itself divided into metabolism and excretion of unchanged drug. Disposition is characterized independently following intravenous administration, when absorption is not involved.

Increasingly, aspects of potential drug interactions are being studied in vitro not only with the aim of providing a mechanistic understanding but also with the hope that the findings can be used to predict quantitatively events in vivo, and thereby avoid or limit undesired clinical interactions. To achieve this aim, we need a holistic approach whereby individual processes are nested within a whole body frame—that is, constructs (models) that allow us to explore the impact, for example, of inhibition or induction of a particular metabolic pathway on, say, the concentration–time profile of a drug in the circulating plasma or blood, which delivers the drug to all parts of the
body, including sites of action and elimination. This approach also allows us to better interpret the underlying events occurring in vivo following a drug interaction. To appreciate this last statement, consider the events shown in Figures 2 and 3 and the corresponding summary data given in Table 1.

In Figure 2, pretreatment with the antibiotic rifampin shortened the half-life and decreased the area under the plasma concentration–time curve (AUC) profile, but not materially the peak concentration, of the oral anticoagulant warfarin, whether given intravenously or orally. In contrast, pretreatment with the sedative-hypnotic pentobarbital reduced both the peak concentration and AUC of the antihypertensive agent alprenolol following oral administration, while apparently producing no change in alprenolol’s pharmacokinetics after intravenous dosing. As can be seen, these clinical studies show clear evidence of an interaction, with both actually involving the same mechanism, enzyme induction, but the effect is clearly expressed in different ways. To understand why this is so, we need to deal first with the intravenous data and then with the oral data—that is, to separate disposition from absorption.

For many purposes, because distribution is often much faster than elimination, as a first approximation the body can be viewed as a single compartment, of volume $V$, into which drugs enter and leave. This is an apparent volume whose value varies widely among drugs, owing to different distribution patterns within the body. The larger the volume, the lower the plasma concentration for a given amount in the body. The other important parameter controlling the plasma concentration ($C$)–time profile after an intravenous bolus dose (the disposition
Figure 2  The half-life of the oral anticoagulant warfarin is shortened and its clearance increased when given as a single dose (1.5 mg/kg) before (○) and while (●) subjects have taken the enzyme inducer rifampin 600 mg daily for 3 days prior to and 10 days following warfarin administration. The peak and duration in elevation of the prothrombin time, a measure of the anticoagulant response, are both decreased when rifampin is coadministered. Source: From Ref. 6.

Figure 3  Enzyme induction of alprenolol metabolism following pentobarbital treatment produces minimal changes in events in plasma following intravenous administration of alprenolol 5 mg to subjects (● before, ▲ during pentobarbital) but a marked lowering of the plasma concentrations following oral administration of alprenolol 200 mg (○ before, △ during pentobarbital). Source: From Ref. 7.
kinetics) is clearance (CL), a measure of the efficiency of the eliminating organs to remove drug, given by

\[
\text{Rate of elimination} = \frac{CL}{C}
\]

with units of flow (e.g., mL/min) such that

\[
C = \frac{Dose}{V} e^{-\frac{CL}{V} t}
\]

Often, Eq. (2) is recast by substituting \( k \), the fractional rate of elimination of the drug, for \( CL \) and \( V \), since

\[
k = \frac{\text{Rate of elimination} \cdot (CL \cdot C)}{(V \cdot C)} = \frac{CL}{V}
\]

So

\[
C = \frac{Dose}{V} e^{-kt}
\]

It should be noted that \( k \) is related to half-life \( (t_{1/2}) \) by

\[
t_{1/2} = \frac{0.693}{k} = \frac{0.693 \cdot V}{CL}
\]

### Table 1 Summary Pharmacokinetic Parameters Before and During Drug Interactions

#### Warfarin-rifampin interaction\(^a\)

<table>
<thead>
<tr>
<th>Warfarin Pharmacokinetics</th>
<th>Dose (mg/kg)</th>
<th>AUC (mg · hr/L)</th>
<th>CL (L/hr)</th>
<th>( t_{1/2} ) (hr)</th>
<th>( V ) (L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warfarin alone</td>
<td>1.5</td>
<td>600</td>
<td>0.18</td>
<td>47</td>
<td>12</td>
</tr>
<tr>
<td>Warfarin + rifampin</td>
<td>1.5</td>
<td>258</td>
<td>0.41</td>
<td>18</td>
<td>11</td>
</tr>
</tbody>
</table>

#### Alprenolol-pentobarbital interaction\(^b\)

<table>
<thead>
<tr>
<th>Alprenolol Pharmacokinetics</th>
<th>Intravenous</th>
<th>Oral</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dose (mg)</td>
<td>AUC (mg · hr/L)</td>
</tr>
<tr>
<td>Alprenolol alone</td>
<td>5</td>
<td>0.067</td>
</tr>
<tr>
<td>Alprenolol + pentobarbital</td>
<td>5</td>
<td>0.058</td>
</tr>
</tbody>
</table>

\(^a\) Abstracted from Ref. 8.
\(^b\) Abstracted from Ref. 7.
Being independent parameters, one a measure of the extent of distribution of drug within the body and the other a measure of the efficiency of the eliminating organs to remove drug from plasma, $V$ and $CL$ are frequently referred to as primary pharmacokinetic parameters, while the dependent ones, $k$ and $t_{1/2}$, are secondary parameters, whose values change as a consequence of a change in $CL$, $V$, or both. Thus, drugs can have the same half-life but very different values of clearance and volume of distribution, as seen in Figure 4. Also, clearly, once any two parameters are known, the others are readily calculated.

A further important relationship, which follows by summing (integrating) Eq. (1) over all times, when the total amount eliminated equals the dose, is

\[ CL = \frac{\text{Dose}}{\text{AUC}} \]  

which allows the estimation of $CL$ from the plasma data. Armed with these relationships, the changes in the disposition kinetics for the two drugs become clear. For alprenolol, because there was no measurable change in either AUC or $t_{1/2}$, there must have been no change in $CL$ or $V$ either. In contrast, the smaller

Figure 4 Log-log plot of clearance versus volume of distribution of various drugs in humans illustrating that for a given half-life, clearance and volume of distribution can vary widely. Source: Adapted from Ref. 8.
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AUC during rifampin treatment signifies that the clearance of warfarin has increased, although there was no change in $V$, since substitution of the respective values shows that the decrease in $t_{1/2}$ (and increase in $k$) is totally explained by the increase in CL (Table 1). Turning to the oral data, the only other relationship that one needs is

$$F = \frac{CL \cdot \frac{AUC}{\text{Dose}_{\text{oral}}}}{\text{Dose}}$$  \hspace{1cm} (7)

Equation (7) follows from the knowledge that the total amount eliminated from the body (CL · AUC) must equal the total amount entering the systemic circulation ($F \cdot \text{Dose}$), where $F$ is the extent of absorption, or oral bioavailability, of the drug. Note that without the intravenous data to provide an estimate of CL, only the ratio $F/CL$ can be assessed following oral dosing, severely limiting the interpretation of events. Returning to the two interaction studies, analysis of the combined oral and intravenous plasma data indicates that whereas there was no change in the oral bioavailability of warfarin (which is totally absorbed) following pretreatment with rifampin, it was reduced from an already low control value of 22% to an even lower value of just 6% for alprenolol after pentobarbital pretreatment (Table 1). To gain further insights into these two interactions, we need to place everything, and particularly clearance, on a more physiological footing. To do so, consider the scheme in Figure 5, which depicts events occurring across an eliminating organ, receiving blood at flow rate $Q$ with the drug entering at concentration $C_A$ and leaving at concentration $C_v$.

It follows that

$$\text{Rate of elimination} = Q(C_A - C_v)$$  \hspace{1cm} (8)

Often it is useful to express the rate of elimination relative to the rate of presentation ($Q \cdot C_A$) to give the extraction ratio

$$E = \frac{Q(C_A - C_v)}{Q \cdot C_A} = \frac{C_A - C_v}{C_A}$$  \hspace{1cm} (9)

And therefore, from the definition of clearance in Eq. (1), it follows that

$$CL = Q \cdot E$$  \hspace{1cm} (10)

It is immediately evident from Eq. (10) that clearance depends on both organ blood flow and extraction ratio. The extraction ratio can vary from 0, when no drug is removed, to 1, when all drug within the blood is removed on a single passage though the organ. Then, CL (strictly based on measurements in whole blood to conserve mass balance) is equal to, and cannot exceed, organ blood flow; clearance is then limited by, and is sensitive to, changes in perfusion rate. For both warfarin and alprenolol, essentially all elimination occurs by hepatic metabolism, and comparison of the estimated respective clearance values (0.18 L/hr and 65 L/hr) with the hepatic blood flow of 81 L/hr reveals that warfarin has a low hepatic
extraction ratio \((E_H)\), while for alprenolol it is very high, at 0.80. This difference in extraction ratios has a direct impact on oral bioavailability, since all blood perfusing the gastrointestinal tract drains into the liver via the portal vein before entering the general circulation. Consequently, because only the drug escaping the liver enters the systemic circulation, the oral bioavailability of a high extraction ratio compound, such as alprenolol, is expected to be low because of high first-pass hepatic loss. As already mentioned, this is indeed so. Furthermore, its low observed bioavailability (22%) is very close to that predicted, assuming that the liver is the only site of loss of the orally administered compound. Then,

\[
\text{Predicted oral bioavailability, } F_H = 1 - E_H
\]  

(11)
that is, 20%. In contrast, on this basis, warfarin, with its very low estimated $E_H$, is expected to have an oral bioavailability close to 100%. This agrees with the experimental findings, supporting the view that such factors as dissolution of the solid drug (administered as a tablet) and permeation through the intestine wall do not limit the overall absorption of this drug.

A. A Model of Hepatic Clearance

To complete the task of explaining why the effect of induction manifests itself so differently in the pharmacokinetics of warfarin and alprenolol, we need a model that quantitatively relates changes in metabolic enzyme activity to changes in extraction ratio and clearance. Fundamental to all models and indeed to much of both pharmacokinetics and pharmacodynamics is the fact that events are driven by the unbound drug in plasma and tissues, the drug bound to proteins and other macromolecules being too bulky to enter cells and interact with sites of elimination and action. The most widely employed model of hepatic clearance in pharmacokinetics, but not the only one, is the well-stirred model (9–12) depicted in Figure 6. This model assumes that the distribution of a drug is so fast in this highly vascular organ that the concentration of the unbound drug in the blood leaving it is equal to that in it. For this model,

$$E_H = \frac{f_u \cdot CL_{int}}{Q + f_u \cdot CL_{int}}$$

Figure 6  Well-stirred model of hepatic clearance. The exchange of a drug between plasma and hepatocyte and its removal from this cell involves an unbound compound. Intrinsic clearance, $CL_{int}$, relates the rate of the elimination (by formation of metabolites, $CL_{int,f}$ and secretion of unchanged compound into bile, $CL_{int,ex}$) to the unbound drug in the cell, $C_{uH}$, and the net rate of appearance of metabolites. $C_{in}$ and $C_{out}$ are the bound and unbound concentrations of drug leaving the liver.
and therefore

$$CL = Q \cdot E_H = \frac{Q \cdot f_u \cdot CL_{int}}{Q + f_u \cdot CL_{int}}$$ (13)

which shows that in addition to blood flow, CL and $E_H$ are controlled by $f_u$, the fraction of the unbound drug in plasma (the ratio of unbound concentration in plasma, $C_u$, to the total measured plasma concentration, $C$, or strictly $f_{ub}$, the ratio of $C_u$ to the whole blood concentration, to maintain mass balance across the liver), and $CL_{int}$, the intrinsic clearance.

1. Intrinsic Clearance

Like clearance in general, (hepatic) intrinsic clearance is a proportionality constant, in this case between the rate of elimination and unbound concentration within the liver, $C_{uH}$. That is, $CL_{int} = (\text{Rate of elimination})/C_{uH}$. Conceptually, it is the value of clearance one would obtain if there were no protein binding or perfusion limitation, and is regarded as a measure of the activity within the cell, divorced from any limitations imposed by events in the perfusing blood. As such, the value of intrinsic clearance is often many orders of magnitude greater than for hepatic blood flow. Inferred through the analysis of in vivo data, where one cannot measure events within the cell, and determined experimentally in vitro, the concept of intrinsic clearance is critical not only to the quantitative interpretation and prediction of drug interactions within the liver, but to pharmacokinetics in general. And since elimination can be by both metabolism and excretion, often operating additively within an organ to remove a drug, under nonsaturating conditions,

$$CL_{int} = \sum \frac{V_m}{K_m} + \sum \frac{T_m}{K_d}$$ (14)

or

$$CL_{int} = \sum CL_{int,f} + \sum CL_{int,ex}$$ (15)

where $V_m$ and $K_m$ are the maximum velocity of metabolism and the Michaelis-Menten constant of each of the enzymes involved, alternatively expressed as their ratio, the intrinsic clearance associated with formation of the metabolite, $CL_{int,f}$. Similarly, $T_m$ and $K_d$ are the transport maximum and dissociation constant of each of the transporters involved in excretion, with their ratio, $CL_{int,ex}$, being the intrinsic clearance associated with excretion. Now, recognizing that $V_m$ is directly proportional to the total amount of the respective enzyme and that induction involves an increase in its synthesis that increases the amount of the enzyme, it follows that the intrinsic clearance of the affected enzyme, and hence total $CL_{int}$, also increases during induction.

Examination of Eqs. (12) and (13) provides an understanding of the conditions determining the extraction ratio and CL of a drug, and hence the
influence of induction itself. These relationships between CL, E, Q, f_u, and CL_{int} are displayed graphically in Figure 7. Also, examination of Eq. (12) reveals that plasma protein binding effectively lowers the intrinsic clearance by decreasing the unbound concentration for a given total concentration delivered in blood. However, when the effective intrinsic clearance (f_u \cdot CL_{int}) \gg Q, it is seen that E_H \rightarrow 1 and CL \rightarrow Q. Under these circumstances, CL is the perfusion rate that is limited and insensitive to changes in CL_{int}, which explains why induction of the metabolism of alprenolol produced no noticeable increase in its clearance, whereas for a low-extraction drug, such as warfarin (which is both a poor substrate for the metabolic enzymes and very highly protein bound, f_u = 0.005),

\[ f_u \cdot CL_{int} \ll Q \]

so

\[ CL = f_u \cdot CL_{int} \] (16)

which explains why the increase in intrinsic clearance due to enzyme induction is reflected in direct proportion by the measured clearance.

It remains to resolve the oral data, which are achieved as follows. Substituting Eq. (12) in Eq. (11) gives

\[ F_H = \frac{Q}{Q + f_u \cdot CL_{int}} \] (17)

which, when further substituted with Eq. (12) in Eq. (7), provides the useful relationship

\[ \text{AUC}_{oral} = \frac{\text{Dose}}{f_u \cdot CL_{int}} \] (18)

From Eq. (18) we see that AUC following an oral dose depends only on f_u and CL_{int} when all of the administered drug reaches the liver essentially intact, as happens with both warfarin and alprenolol. Accordingly, the oral AUC should decrease with enzyme induction, irrespective of whether the drug is of high or low extraction ratio, as was observed.

In summary, changes in (hepatic) intrinsic clearance, whether due to induction or inhibition, are manifest differently in the whole-body pharmacokinetics of a drug, depending on whether it is of high or low clearance when given alone. For drugs of low hepatic extraction ratio, changes in intrinsic clearance produce changes in total clearance and half-life, but minimal changes in oral bioavailability. In contrast, for high extraction ratio drugs, which obviously must be exceptionally good substrates for the (hepatic) metabolic or excretory transport processes, a change in intrinsic clearance is reflected in a noticeable change in oral bioavailability, but not in clearance or half-life.
Figure 7  Influence of changes in (a) organ blood flow on clearance, (b) fraction of the drug unbound in plasma ($f_u$) on extraction ratio, and (c) intrinsic clearance on extraction ratio as predicted by the well-stirred model of hepatic clearance.
2. Plasma Protein Binding

In drug interactions, the most common cause of altered protein binding is displacement, whereby one drug competes with another for one or more binding sites, increasing $f_u$ of the affected drug. This can readily be assessed in vitro in plasma using one of a variety of methods, such as equilibrium dialysis, ultrafiltration, or ultracentrifugation. However, being a competitive process, the degree of displacement depends on the concentrations of the drugs relative to those of the binding sites. Only when the concentration of one of the drugs approaches the molar concentration of the binding sites will substantial displacement occur. In practice, because most drugs are relatively potent, this displacement does not occur as often as one might have supposed, given so relatively few specific binding sites on plasma proteins. Even when substantial displacement does occur, it often is of little to no therapeutic importance.

As seen from Eq. (13) (and Fig. 7) and emphasized in Eq. (16), an increase in $f_u$ will only increase CL of drugs with a low extraction ratio, such as warfarin. When the extraction ratio is high, as with alprenolol, CL is essentially unaffected by a change in $f_u$, since all drugs, whether initially bound or not, must have been removed on their passage of the drug through the organ. That is, within the contact time of blood in the liver, the bound drug dissociates so rapidly that all of it is available for removal as the unbound drug is cleared. Nevertheless, examination of Eq. (18) shows that for all drugs, the AUC of the pharmacologically important unbound species ($f_u \cdot \text{AUC}$) should be unaffected by displacement following oral administration, which probably explains why no clinically significant pure displacement interactions have been reported to date. Even so, displacement may affect the half-life of a drug. As now examined, much depends on the overall effect of displacement on the volume of distribution as well as on clearance.

B. Model of Distribution

In its simplest form, the body may be viewed as comprising two aqueous spaces, the plasma (volume $V_p$) and the rest of the body (volume $V_T$), as depicted in Figure 8, with distribution continuing until at equilibrium the unbound concentrations, $C_u$ and $C_{u,T}$ respectively, are equal. Then, in each space relating unbound to total drug concentration, and noting that the total amount of drug in the body, $A = V \cdot C = V_p \cdot C + V_T \cdot C_T$, it follows that

$$V = V_p + V_T \cdot \frac{f_u}{f_{u,T}}$$

(19)

where $f_u$ is the fraction of the unbound drug in the tissue. The plasma volume is around 0.05 L/kg. And for drugs that access all the cells, $V_T$ is 0.55 L/kg,
giving a total body water space of 0.6 L/kg. For many drugs, the volume of distribution is quite large, on the order of 1 L/kg or much greater. In these cases, the fraction of drug in the body located in plasma can be ignored, and so $V$ reduces to $V_T \cdot \frac{f_u}{f_uT}$, from which it is apparent that the volume of distribution varies directly with $f_u$ and inversely with $f_uT$. So displacement in plasma alone will always increase the volume of distribution. For drugs of low volume of distribution ($<0.2$ L/kg), because they are predominantly located outside of cells, the situation is complicated by the presence of substantial amounts of drug in the interstitial space, bathing the cells within tissues, where plasma proteins also reside. Dealing with this situation is beyond the scope of this chapter (1).

Combining Eq. (19) with the model for organ clearance [Eq. (13)] facilitates prediction of the effect of displacement on half-life. For low extraction ratio drugs, since $CL = f_u \cdot CL_{int}$ and $V = V_T \cdot f_u/f_{uT}$, both CL and V will increase to the same extent with displacement within plasma, so $t_{1/2} (= 0.693 \cdot V/CL)$ should remain unchanged. In contrast, half-life is expected to increase with displacement in plasma of high-clearance drugs, since V always increases but CL remains unchanged, being limited by organ blood flow.

III. CHRONIC ADMINISTRATION

Pharmacokinetic information gained following single-dose administration can be used to help predict the likely events following chronic dosing, either as a constant-rate infusion or multiple dosing, which often involves giving a fixed dose at set time intervals.
A. Constant-Rate Infusion

During the infusion, the plasma concentration of the drug continues to rise until a steady state is reached, when the rate of elimination (CL·C) matches the rate of infusion. These relationships, displayed in Figure 9, are defined by

\[ C = C_{ss}(1 - e^{-kt}) \quad \text{during infusion} \]  

and

\[ C_{ss} = \frac{\text{Rate of infusion}}{CL} \quad \text{at steady state} \]

Clearly, events at steady state depend only on clearance, while the time course on approach to the plateau is governed only by \( k \), and hence by half-life; this information was obtained from a single-dose study. Furthermore, calculations show that 50% of the plateau is reached in 1 half-life and 90% in 3.3 half-lives. Accordingly, drugs with short half-lives will reach steady state quickly, and those with half-lives in the order of days will take over a week. Hence, knowing the \( t_{1/2} \) of a drug is important when planning the duration of a study and the frequency of sampling of blood to characterize kinetic events.

---

**Figure 9** Approach to plateau following a constant rate of input is controlled solely by the half-life of the drug. Depicted is the situation in which a bolus (\( \downarrow \)) is immediately followed by an infusion that exactly matches the rate of elimination, thereby maintaining the plasma concentration. As the plasma concentration associated with the bolus falls exponentially, there is a complementary rise in that associated with the infusion. In 3.3 half-lives, the plasma concentration associated with the infusion has reached 90% of the plateau value. **Source:** From Ref. 1.
B. Multiple Dosing

Two additional features are observed on multiple dosing, accumulation and fluctuation (Figure 10). The former arises because there is always drug remaining in the body from preceding doses, and the latter because the rate of input varies throughout each dosing interval. Nonetheless, the rise to the plateau still depends essentially only on the half-life of the drug, while within a dosing interval at plateau, the amount eliminated (CL · AUC$_{ss}$) equals the amount absorbed. That is,

$$F \cdot \text{Dose} = CL \cdot AUC_{ss} \tag{22}$$

![Figure 10](image.png)

**Figure 10** Plasma concentrations of a drug following a multiple-dosing regimen, of fixed dose and interval, intravenously (top) and orally (bottom). Note that in both cases the area under the plasma concentration–time curve within a dosing interval at plateau is equal to the total area following a single dose. *Source:* From Ref. 1.
where AUC_{ss} is the AUC at plateau. Furthermore, comparison of Eq. (22) with Eq. (7) provides a useful expectation when the same-size dose is given on a single occasion and after multiple dosing, namely,

\[ AUC_{ss} = AUC_{\text{single}} \quad (23) \]

Any deviation from this expectation implies that CL, \( F \), or both must have changed on multiple dosing. If found, the kinetics of the drug are said to be time dependent. An understanding of these kinetic principles helps in the planning and interpretation of in vivo drug interaction studies, which are of many designs. One goal is often to evaluate the full effects of an interaction, which generally requires exposing the affected drug to the highest concentration of the offending drug, which is at its plateau. So the offending drug needs to be administered for at least 3.3 of its half-lives and often for longer to ensure that the exposure is maintained throughout the time course of the affected drug.

IV. A GRADED EFFECT

As already mentioned, practically all drug interactions are graded, being dependent on the concentrations of the interacting drugs and, hence, on their pharmacokinetics as well as manner of administration (1,4). While many scenarios are possible, for illustrative purposes consider the case of competitive inhibition of one pathway (A) of metabolism of a low-clearance drug operating under linear (nonsaturating) conditions in the absence of the inhibitor, all other factors being constant. Then, for the affected pathway,

\[ CL_{\text{int, A, inhibited}} = \frac{V_m}{K_m (1 + I/K_i)} \quad \text{or} \quad CL_{\text{int, A, inhibited}} = \frac{CL_{\text{int, A}}}{1 + I/K_i} \quad (24) \]

where \( CL_{\text{int, A}} \) and \( CL_{\text{int, A, inhibited}} \) are the respective intrinsic clearances of the affected pathway in the absence and presence of the inhibitor, at unbound concentration \( I \). Also characterizing the inhibitor is the inhibitor constant \( K_i \), defined as the unbound concentration of the inhibitor that effectively reduces the value of \( CL_{\text{int, A}} \) by one-half. Rearrangement of Eq. (24) gives the degree of inhibition of the affected pathway, \( DI \), namely,

\[ DI = \frac{I/K_i}{1 + I/K_i} \quad (25) \]

which gives an alternative definition for \( K_i \) as the value of \( I \) that produces 50% of the maximum degree of inhibition. It is immediately clear from Eqs. (24) and (25) that the important factor is the ratio \( I/K_i \). Thus, a compound may be a potent inhibitor, expressed by a low \( K_i \), but in practice a significant inhibitory effect will arise only if \( I \) is high enough so that \( I/K_i \) is large. Proceeding further, let \( f_m \) be the fraction of the total elimination of drug by the affected pathway in the absence of inhibitor. Then, by reference to previous equations, with appropriate
rearrangements, one obtains the following generalized equation that permits exploration of the kinetics of this situation:

\[
R_I = \frac{C_{ss,\text{inhibited}}}{C_{ss,\text{normal}}} = \frac{\text{AUC}_{\text{single,\text{inhibited}}}}{\text{AUC}_{\text{single,\text{normal}}}} = \frac{\text{AUC}_{ss,\text{inhibited}}}{\text{AUC}_{ss,\text{normal}}}
= \frac{t_{1/2,\text{inhibited}}}{t_{1/2,\text{normal}}} = \frac{1}{f_m (1 - DI) + (1 - f_m)}
\]  

Note that \((I - DI) = 1/(1 + I/K_i)\). Here, \(R_I\) is the ratio of \(C_{ss,}\text{ AUC}_{\text{single}},\text{ AUC}_{ss,}\), and \(t_{1/2}\) in the presence (inhibited) and absence (normal) of the inhibitor. \(R_I\) might be thought of as the inhibitor index, giving a measure of the severity of the impact of the interaction on whole-body events. Figure 11 shows the relationship between \(R_I\) and DI for various values of \(f_m\). It is immediately apparent that the increase in \(R_I\) becomes substantial only when \(f_m > 0.5\), no matter how extensive the degree of inhibition of the affected pathway. Furthermore, note that the closer DI and \(f_m\) both approach 1, \(R_I\) increases dramatically to values approaching 10 or greater. In other words, the problem becomes very serious when the affected pathway is the obligatory route for elimination of the drug and is substantially inhibited. Fortunately, this situation does not arise that often in clinical practice.

The other important aspect is the timescale over which the effect of inhibition is seen in plasma, such as on the time to reach plateau following chronic
drug administration, as illustrated in Figure 12 for the extreme case when $f_m = 1$. Recall that it takes approximately four half-lives to reach the plateau. So, although greater inhibition results in a substantial increase in the plateau concentration of the affected drug, because its half-life is also progressively increasing in association with the decrease in clearance, it takes longer and longer to reach the new plateau. This effect has several implications. First, the full effects of an interaction may occur long after the inhibitor has been added to the dosage regimen of the affected drug, with the danger that any resulting toxicity may not be associated with the offending drug by either the patient or the clinician. Second, in planning in vivo interaction studies during development, administration of the affected drug may need to be maintained for much longer in the presence of the potential inhibitor than on the basis of the normal half-life of the drug. On passing, it is worth noting that a possible exception is inhibition of a drug of high hepatic extraction ratio, such as alprenolol. In this case, for moderate degrees of inhibition of intrinsic clearance, the major changes will be in the AUC and peak plasma concentration, with little change in half-life, because, as discussed previously for such drugs, clearance is blood flow limited. Only when inhibition is so severe that the drug is effectively converted from one of high extraction ratio to one of low extraction ratio will half-life also increase.

**Figure 12** Effect of inhibition on the rate of accumulation of a drug given as a constant-rate infusion when $f_m = 1$. Note that time is expressed in units of normal half-life and concentration in units of the steady-state concentration in the absence of the inhibitor, $C_{ss,normal}$. The greater the degree of inhibition, the longer the half-life and the longer it takes to reach, and the higher is, the plateau.
Third, the current scenario corresponds to the clinical situation of the affected drug being added to the regimen of an individual already stabilized on the inhibitor. Another, perhaps more common scenario, especially when the inhibitor has just been introduced into clinical practice, is addition of the inhibitor to the maintenance regimen of the affected drug. Then one needs to consider both the pharmacokinetics and dosage regimen of the inhibitor as well as the changing kinetics of the affected drug. This last scenario is illustrated in Figure 13. On initiating the regimen of the second drug (inhibitor), its plasma concentration rises toward its plateau with a timescale governed by its half-life. And as it rises, so does the degree of inhibition of the affected drug, which in turn reduces its clearance and prolongs its half-life. The net result is that it takes even longer for the plasma concentration of the affected drug to reach its new plateau than anticipated from even its longest half-life, which is at the plateau of the inhibitor. The reason for this is that in essence one has to add on the time it takes for the inhibitor to reach its plateau. Occasionally, the inhibitor...
has a much longer half-life than the affected drug, even when inhibited. In this case, the rise of the affected drug to its new plateau virtually mirrors in time the approach of the inhibitor to its plateau.

Also shown in Figure 13 is the return of the affected drug to its previous plateau on withdrawing the offending drug. This return is faster than during the rise in the presence of the inhibitor, because as the inhibitor falls, so does the degree of inhibition, which then causes a shortening in the half-life and thus an ever-accelerating decline of the affected drug. However, the speed of decline is strongly determined by the kinetics of the inhibitor. If it has a long half-life, its decline may be the rate-limiting step in the entire process, in which case the decline of the inhibited drug parallels that of the inhibitor itself.

V. ADDITIONAL CONSIDERATIONS

So far, analysis has centered on metabolic drug interactions. But there are many pharmacokinetic interactions other than those occurring at enzymatic sites, such as those involving transporters or altered physiological function.

A. Transporters

The quantitative and kinetic conclusions reached with metabolic drug interactions apply equally well to those involving transporters effecting excretion, which reside in organs connected with the exterior, such as the liver via the bile duct (see Chaps. 5, 8, and 12 for more details). This is readily seen by examination of Eq. (15). Being additive, a given change in either a metabolic or an excretory intrinsic clearance (CLint,f or CLint,ex) will produce the same change in the overall intrinsic clearance. Sometimes, a transporter interaction occurs within internal organs, such as the brain, to produce altered drug distribution, not excretion. It occurs, for example, with inhibition of the efflux transporter P-glycoprotein (PGP), located within the blood-brain barrier. For example, normally virtually excluded from the brain by efflux, inhibition of PGP leads to an elevation in brain levels of the substrate cyclosporin (13). Even so, because the brain comprises less than 1% of total body weight, changes in the distribution of a drug within it, even when quite profound and of major therapeutic consequence, will have minimal effect on the volume of distribution of the drug, V, which reflects its overall distribution within the body.

B. Absorption

Many interactions involve a change in either the rate or the extent of drug absorption, particularly following oral administration. There are many potential sites for interaction: within the gastric and intestinal lumen, at or within the gut wall, as well as within the liver (Figure 14). As indicated in Figure 15, the consequences of a change in absorption kinetics depend on whether the affected
Figure 14 Schematic depiction of events occurring during absorption after oral administration of a drug. On dissolution, the drug, in addition to having to permeate the intestinal wall, must pass through the liver to reach the systemic circulation and subsequent sites within the body. Loss of the drug can occur at any of these sites, leading to a loss of oral bioavailability. *Source:* From Ref. 1.

Figure 15 Impact of dosing frequency on the kinetics at plateau. Although clear differences are seen after a single dose (left panel), these will also be seen at plateau only if the drug is dosed relatively infrequently (once every 24 hours in this scenario), when little accumulation occurs (middle panel). With frequent dosing (once every 6 hours), accumulation is extensive, so changes in absorption kinetics now have only a minor effect at plateau (right panel).
drug is given once or as a multiple-dosing regimen. A slowing in absorption kinetics will always result in a lower and later peak concentration, which could be critical if the affected drug is intended for rapid onset of action, such as for the relief of a headache. However, whether this difference is sustained on multiple dosing depends heavily on the dosing frequency of the affected drug relative to its half-life. When it is given infrequently, there is little accumulation, so the events at plateau are similar to those seen following a single dose. However, when given relatively frequently, because of extensive accumulation the amount absorbed from any one dose is such a small fraction of that in the body at plateau that events at plateau are insensitive to changes in absorption kinetics. In contrast, changes in the extent of absorption seen during single-dose administration, whatever the cause, will still be seen on multiple dosing, irrespective of the frequency of drug administration.

There are many causes of low, particularly oral, bioavailability, $F$. Some of these occur in the gastrointestinal lumen, affecting the dissolution of a solid or its stability by changing, for example, pH so that only a fraction ($F_A$) of the administered dose reaches the epithelial absorption sites. However, only a fraction of this dose may permeate through the intestinal wall into the portal blood ($F_G$), and then only another fraction($F_H$) escapes the liver and enters the systemic circulation. Accordingly, because these sites of loss are arranged in series, it follows that the overall systemic oral bioavailability $F$ is

$$F = F_A \cdot F_G \cdot F_H$$  \hspace{1cm} (27)

Notice that overall bioavailability is zero if drug is made total unavailable at any one of the three sites. Also, while measurement of $F$ is important, which in turn requires the administration of an intravenous dose, it is almost impossible to rationally interpret a drug interaction affecting oral bioavailability without some estimate of the events occurring at at least one of the three sites of loss. It usually requires additional studies to be undertaken to untangle the various events, such as comparing the interaction with both a solution and the usual solid dosage form of the affected drug. Clearly, if no difference is seen, it provides strong evidence that the interaction is not the one affecting the dissolution of the drug from the solid. Furthermore, the lack of an interaction following intravenous dosing of the affected drug would then strongly point to the interaction occurring within the intestinal wall.

C. Displacement

With many drugs highly bound to plasma and tissue proteins, and with activity residing in the unbound drug, there has been much concern that displacement of drug from its binding sites could have severe therapeutic consequences. In practice, this concern is somewhat unfounded. We have seen why this is so following a single dose of a drug (sec. II.A.2). It is also the case following
chronic dosing. Consider again a drug of low clearance, administered as a constant infusion. Then, at steady state, when the rate of elimination \( (\text{CL}_{\text{int}} \cdot C_u) \) matches the rate of infusion, it follows that

\[
\text{Rate of infusion} = \text{CL} \cdot C_{ss} = \frac{\text{CL}_{\text{int}} \cdot C_{uss}}{1}
\]

Now, displacement, by increasing \( f_u \), will increase CL (since CL = \( f_u \cdot \text{CL}_{\text{int}} \)). But because the events within the cell are unaffected by displacement, it follows that \( \text{CL}_{\text{int}} \) will not change and therefore neither will \( C_{uss} \), the therapeutically important unbound concentration at steady state. Consequently, no change in response is expected. Indeed, had no plasma measurements been made, one would have been totally unaware that an interaction had occurred. Furthermore, if plasma measurements are made, it is important to determine the fraction of the unbound drug and its free concentration; otherwise, there is clearly a danger of misinterpretation of the interaction.

VI. ADDITIONAL COMPLEXITIES

There are a whole variety of factors that further complicate both the interpretation and quantitative prediction of the pharmacokinetic aspects of drug interactions. Most are either beyond the scope of this introductory chapter or are covered elsewhere in this book. Several, however, are worth mentioning here. One is that sometimes drug interactions are multidimensional, with more than one process affected. For example, although no longer prescribed, the anti-inflammatory compound phenylbutazone interacts with many drugs, as is well documented. One in particular is noteworthy here, namely, the interaction with warfarin causing an augmentation of its anticoagulant effect. On investigation, it was found that phenylbutazone not only markedly inhibits many of the metabolic pathways responsible for warfarin elimination, but also displaces warfarin from its major binding protein, albumin, making interpretation of the pharmacokinetic events based on total plasma concentration problematic (13,14). In such situations, and indeed whenever possible, interpretation should be based on the more relevant unbound drug.

Another complexity is the presence of multiple sites for drug elimination. For example, increasing evidence points to the small intestine, in addition to the liver, having sufficient metabolic activity to cause appreciable loss in the oral bioavailability of some drugs. Then unambiguous quantitation of the degree of involvement of each organ in an interaction in vivo becomes difficult, unless one has a way of separating them physically, such as by sampling the hepatic portal vein, which drains the intestine, to assess the amount passing across the intestinal wall, as well as the systemic circulation to assess the loss of the drug on passage through the liver.

Still another is the metabolites themselves, which may possess pharmacological and toxicological activity in their own right. Each metabolite has its
own kinetic profile, which is often altered during an interaction, through a change either in its formation or occasionally in its elimination and distribution. Despite these complexities, however, measurement of both a drug and its metabolites can often be very informative and provide more definitive insights into an interaction than gained from measurement of the drug alone (5).

The last complexity mentioned here is the pharmacokinetics of the interacting drug itself, be it an inhibitor, an inducer, or a displacer. Given that drug interactions are graded and recognizing that individuals vary widely in their degree of interaction for a given dosage regimen of each drug, it would seem sensible to measure both of them when characterizing an interaction. Unfortunately, this is rarely done. Even in vitro, all too often it is assumed that the concentration of the interactant is that added, without any regard to the possibility that it may bind extensively to components in the system or be metabolically degraded. In both cases, the unbound compound of the interacting drug is lower than assumed and if ignored may give a false sense of comfort, suggesting that higher (unbound) concentrations are needed to produce a given degree of interaction than is actually the case. When measured in vivo, it is usually the interacting drug in the circulating plasma rather than at the site of the interaction, such as the hepatocyte, that is inaccessible. In addition, the liver receives the drug primarily from the portal blood, where the concentration may be much higher than in plasma during the absorption phase of the interactant, making any attempt to generate a meaningful concentration-response relationship difficult. Finally, because many drug interactions involve competitive processes, the possibility always exists that the interaction is mutual, with both drugs affecting each other, the degree of effect exerted by each on the other depending on the relative concentrations of the two compounds.

Despite these complexities, all is not lost. Through careful planning and subsequent analysis of both in vitro and in vivo data, progress is being made in our understanding of the mechanisms and pharmacokinetic aspects of drug interactions.

VII. PHARMACODYNAMIC CONSIDERATIONS

Although when related to a dose the clinical outcome of a drug interaction may appear the same, it is useful to distinguish between pharmacokinetic and pharmacodynamic causes of the interaction. In the former case, the change in response is caused by a change in the concentration of the affected drug, together perhaps with one or more metabolites. In the latter, there may be no change in pharmacokinetics at all.

One feature commonly experienced in pharmacodynamics but much less in pharmacokinetics is saturability, giving rise to nonlinearity. Typically in pharmacodynamics, on raising the concentration of drug, the magnitude of response rises initially sharply and then more slowly on approach to the maximum effect,
$E_{\text{max}}$. This relationship is characterized in its simplest form, and displayed graphically in Figure 16, by

$$\text{Effect, } E = \frac{E_{\text{max}} \cdot C}{EC_{50} + C}$$

where $EC_{50}$ is the concentration of drug that causes 50% of the maximum response; it may be regarded as a measure of potency. This relationship is of the same hyperbolic form as that used to describe the Michaelis-Menten enzyme kinetics. The reason why saturability is almost the norm in pharmacodynamics and not in pharmacokinetics in vivo is that a drug’s affinity for its receptor is often many orders of magnitude greater than that for metabolic enzymes, so $EC_{50}$ values tend to be much lower than $K_m$ values. Accordingly, the concentrations needed to produce the often-desired 50–80% of $E_{\text{max}}$, which are already in the saturable part of the concentration-response relationship, are well below the $K_m$ of the metabolic enzyme systems. It also follows that quite large differences in the plasma concentration of drugs when operating in the 50–80% $E_{\text{max}}$ range will produce relatively small changes in response. So why the concern for pharmacokinetic drug interactions? The answer is complex, but one reason is that as one pushes further toward the maximum possible response, $E_{\text{max}}$, the body sometimes goes into a hazardous state, putting the patient at risk. An example of this is seen with warfarin, which is used to lower the concentrations of the clotting factors, thereby decreasing the tendency to form clots, through inhibition of the production of these clotting factors. Normally, inhibition is modest. However, if it is too severe, the clotting factors fall to such low concentrations that internal hemorrhage may occur, with potential fatal
consequences. This condition is clearly an example of the adverse effect being the direct extension of the pharmacological properties of the drug.

In many other cases, the limiting toxicity is not an extension of its desired effect but rather arises from a different effect of the drug, such as excessive intestinal bleeding associated with some anti-inflammatory agents. And, as stated in the introduction and illustrated in Fig. 16, the likelihood of a clinically significant interaction occurring for a given change in plasma concentration of the drug depends on its therapeutic window. The wider the window, the bigger the increase in plasma concentration of a drug needed to produce a significant interaction.

Pharmacodynamic interactions occur when one drug modifies the pharmacodynamic response to the same concentration of another. In most cases the mechanism of the effect of each is known, so the outcome is predictable and the combination is either used in therapy to benefit or is contraindicated if it is anticipated to produce undesirable effects. The interaction can result in additivity, but also sometimes in synergism or antagonism, when the response is either greater or less than expected for additivity (16–19). Additivity occurs when the increase in response produced by the addition of the second drug is that expected from the concentration-response curve for each substance. A common example of additivity is seen with full agonists and antagonisms competing for
the same receptor. Then the response to the mixture of compounds A and B for full agonists, for example, is

\[
\text{Effect, } E = \frac{E_{\text{max}} (C_A/EC_{50, A} + C_B/EC_{50, B})}{1 + C_A/EC_{50, A} + C_B/EC_{50, B}}
\]

(30)

The important features of this type of interaction are that each drug alone produces the same maximum response, \(E_{\text{max}}\), and that each drug effectively increases the EC\(_{50}\) value of the other. Accordingly, in terms of drug interactions, as shown in Figure 17, however much drug B is added to drug A, one cannot exceed \(E_{\text{max}}\). The nearer the effect is to \(E_{\text{max}}\), with one drug alone, the lower the impact of the addition of the other. In summary, a sound understanding of pharmacokinetic and pharmacodynamic concepts not only enables one to place in vitro information into an in vivo framework, but also helps in both the design and the interpretation of in vitro and in vivo drug interaction studies.
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I. INTRODUCTION

Most new drugs enter clinical trials with varying amounts of information on the human enzymes that may be involved in their metabolism. Most of this information is obtained from (1) animal studies, (2) human tissue preparations in conjunction with chemical inhibitors or antibodies, and (3) expressed enzymes. This chapter will focus on the techniques used to characterize the in vitro metabolism of drugs. Although many enzymes may play some role in drug metabolism, this chapter will focus on the cytochrome P450 (P450) enzymes. The P450 superfamily of enzymes represents the most important enzymes in the metabolism of hydrophobic drugs and other foreign compounds, and many drug-drug interactions result from altering the activities of these enzymes (1). Although not studied as extensively as the P450 enzymes, other drug-metabolizing enzymes, transporters, and xenobiotic receptors share characteristics that are relatively unique in biochemistry: broad substrate selectivity. This versatility has a profound influence on the enzymology and kinetics of these proteins. Therefore, many of the techniques described for the P450s may apply to other drug-metabolizing enzymes, transporters, and xenobiotic receptors as well.
In the area of drug metabolism, there is a substantial amount of effort toward predicting in vivo pharmacokinetic and pharmacodynamic characteristics from in vitro data (2–6). If valid, these in vitro–in vivo correlations could be used to predict the potential for drug interactions as well as the genotypic and phenotypic variations in the population. A very significant advancement in preclinical drug metabolism is the cloning and expression of the human P450 enzymes. This phenomenon allows the individual human enzymes involved in the metabolism of a particular drug or other xenobiotic to be identified directly and their kinetic properties (\(K_m\) and \(V_m\)) characterized. This information can be used to predict which enzymes may be involved at physiologically relevant concentrations, drug–drug interactions, and population variability due to variations in genotype and phenotype.

A simple approach to screen a new drug for metabolism or potential drug interactions is to determine the inhibition kinetics for a standard assay. The use of standard assays precludes the need to develop assays for the metabolites of new drug candidates and allows many compounds to be screened rapidly. With this approach, a standard assay is developed for each P450 enzyme. Metabolism is observed in the presence of varying concentrations of the new compound. Competitive inhibition kinetics suggests that the compound is bound to the P450 active site. If the inhibition constant (\(K_i\)) is within physiologically relevant concentrations, the compound is likely to be a substrate for that P450 and is likely to have interactions with other drugs metabolized by that P450. The kinetic constants (\(K_m\) and \(V_m\)) can then be determined for the enzymes that are likely to be important.

Most P450 oxidations and drug interactions can be predicted from inhibition studies, since most P450 inhibitors show competitive Michaelis-Menten kinetics. However, there are examples of unusual kinetics, and most of these are associated with CYP3A oxidations. In this chapter, both Michaelis-Menten kinetics and more complex kinetics will be discussed. General experimental protocols that can be used to obtain and analyze kinetic data will be presented, and the implications of the results when predicting drug interactions will be discussed.

II. MICHAELIS-MENTEN KINETICS

A drug that binds reversibly to a protein, as shown in Figure 1A, displays hyperbolic saturation kinetics. At equilibrium, the fraction bound is as described by Eq. (1), where \(K_b = k_{21}/k_{12}\), ES is the enzyme-substrate complex and \(E_t\) is the total enzyme:

\[
\frac{[ES]}{[E_t]} = \frac{[S]}{(K_b + [S])}
\]  

(1)

The binding affinity, and therefore the concentration dependence of the process, is described by the binding constant \(K_b\). Likewise, when a drug binds
reversibly to an enzyme, the reaction velocity usually shows hyperbolic saturation kinetics. Under steady-state conditions, the velocity of the simple reaction shown in Figure 1B can be described by the Michaelis-Menten equation:

\[
\frac{v}{E_i} = \frac{V_m[S]}{K_m + [S]}
\]  

In this equation, a hyperbolic saturation curve is described by two constants, \(V_m\) and \(K_m\). In the simple example in Figure 1B, \(v\) is velocity, \(V_m\) is simply \(k_{23}[E_i]\) and \(K_m\) is \((k_{21} + k_{23})/k_{12}\). \(V_{\text{max}}\) (or \(V_m\)) is the reaction velocity at saturating concentrations of substrate, and \(K_m\) is the concentration of the substrate that achieves half the maximum velocity. Although the constant \(K_m\) is the most useful descriptor of the affinity of the substrate for the enzyme, it is important to note the difference between \(K_m\) and \(K_b\). Even for the simplest reaction scheme (Fig. 1B), the \(K_m\) term contains the rate constant for conversion of substrate to product \((k_{23})\). If the rate of equilibrium is fast relative to \(k_{23}\), then \(K_m\) approaches \(K_b\).

More complex enzymatic reactions usually display Michaelis-Menten kinetics and can be described by Eq. (2). However, the forms of constants \(K_m\) and \(V_m\) can be very complicated, consisting of many individual rate constants. King and Altman (7) have provided a method to readily derive the steady-state equations for enzymatic reactions, including the forms that describe \(K_m\) and \(V_m\). The advent of symbolic mathematics programs makes the implementation of these methods routine, even for very complex reaction schemes. The P450 catalytic cycle (Fig. 2) is an example of a very complicated reaction scheme. However, most P450-mediated reactions display standard hyperbolic saturation kinetics. Therefore, although the rate constants that determine \(K_m\) and \(V_m\) are

Figure 1  Simple schemes for (A) protein binding and (B) enzyme catalysis.
generally unknown for the P450 enzymes, the values of $K_m$ and $V_m$ can be experimentally determined. Another constant that has important implications in drug metabolism is the ratio of $V_m$ to $K_m$, or $V/K$. This ratio is the slope of the hyperbolic saturation curve at low substrate concentrations. Since most P450-mediated reactions have relatively high $K_m$ values, most drug metabolism occurs in the linear or $V/K$ region of the saturation curve.

### A. Experimental Determination of In Vitro Kinetic Parameters

1. **P450 Enzyme Preparations**

The P450 enzymes are found primarily in the outer membrane of the endoplasmic reticulum. Enzyme activity requires that the enzyme be integrated into a membrane that contains P450 reductase and, for some reactions, cytochrome $b_5$. Characterization of the saturation kinetics for the P450 enzymes can be determined using a variety of enzyme preparations, including tissue slices, whole cells, microsomes, and reconstituted, purified enzymes. The more intact the in vitro preparation, the more it is likely that the environment of the enzyme will represent the in vivo environment. However, intact cell preparations do not
generally give kinetic parameters that are observed with microsomal preparations. This could be due to factors such as limiting diffusion into the cells, binding to intracellular proteins, or differences in membrane partitioning. Therefore, when whole-cell preparations are used, observed kinetic characteristics may not provide the true kinetic constants for the enzyme being studied.

Microsomal preparations generally provide reproducible kinetic analyses when only one enzyme is involved in the reaction. However, microsomal preparations (and other intact preparations) contain many different P450 enzymes. Although this characteristic is useful when trying to mimic the metabolic characteristics of an organ, it is a drawback when trying to characterize the kinetic constants of an individual P450 enzyme or when trying to determine which enzyme is involved in the metabolism of a particular drug. Because of the generally broad substrate selectivities of the P450 enzymes, most observed metabolic reactions can be catalyzed by more than one enzyme. Interindividual variability in the content of the different P450s makes it even more difficult to determine the different kinetic parameters when more than one enzyme is involved in a given reaction.

Preparations containing a single P450 isozyme are available as either expression systems or purified, reconstituted enzymes. The P450s have been expressed in bacterial, yeast, insect, and mammalian cells (8). Most of these enzymes can be used in the membranes in which they are expressed. However, in order to obtain adequate enzyme activity for most expression systems, it is necessary to supplement the membranes with reductase and in some cases cytochrome $b_5$. This is accomplished by either supplementing the membranes with purified coenzymes or by coexpression of the coenzymes. Alternatively, the P450 enzymes can be purified and reconstituted with coenzymes into artificial membranes.

Every enzyme preparation has its advantages and disadvantages. Microsomes may more closely represent the in vivo activity of a particular organ, but kinetic analyses are complicated by the presence of multiple enzymes. It is not possible to spectrally quantitate the content of any individual enzyme when a mixture of enzymes is present. Expression systems provide isozymically pure preparations, but they also have their disadvantages. The P450 enzymes are membrane bound, and for the nonmammalian expression systems the membranes may have different interactions with the P450 proteins. Although expression levels in most of the systems are adequate for spectral quantitation, coexpression of the coenzymes adds variability to different batches. Reconstituted enzymes allow for the exact control of enzyme and coenzyme content. However, the membranes are artificial and can have an influence on enzyme activity. For example, whereas most P450 enzymes can be reconstituted into dilaurylphosphatidylcholine (DLPC) vesicles, the CYP3A enzymes require the presence of both unsaturated lipid and a small amount of nonionic detergent (9). Finally, these differences are further complicated by unpredictable influences of ionic strength, pH, etc., of the incubation medium, as will be discussed next.
2. Incubation Conditions

Enzyme kinetics are normally determined under steady-state, initial-rate conditions, which place several constraints on the incubation conditions. First, the amount of substrate should greatly exceed the enzyme concentration, and the consumption of substrate should be held to a minimum. Generally, the amount of substrate consumed should be held to less than 10%. This constraint ensures that accurate substrate concentration data are available for the kinetic analyses and minimizes the probability that product inhibition of the reaction will occur. This constraint can be problematic when the \( K_m \) of the reaction is low, since the amount of product (10% of a low substrate concentration) may be below that needed for accurate product quantitation. One method to increase the substrate amount available is to use larger incubation volumes. For example, a 10-mL incubation has 10 times more substrate available than a 1-mL incubation. Another method is to increase the sensitivity of the assay, e.g., using mass spectral or radioisotope assays. When more than 10% of the substrate is consumed, the substrate concentration can be corrected via the integrated form of the rate equation (Dr. James Gillette, personal communication):

\[
\frac{v}{E_t} = \frac{V_m[S]}{K_m + [S]} \\
S' = \frac{[S]_0 - [S]_f}{\ln[S]_0/[S]_f}
\]

In Eq. (3) \([S]_0\) and \([S]_f\) are starting and ending substrate concentrations. \(S'\) approaches \([S]\) when substrate consumption is minimal, and \(S'\) is substituted for \([S]\) to correct for excess substrate consumption. In these analyses, however, substrate inhibition can be a problem if the product has a similar affinity to the substrate. Fortunately, most P450 oxidations produce products that are less hydrophobic than the substrates, resulting in lower affinities to the enzymes. There are exceptions, including desaturation reactions that produce alkenes from alkanes (10) and carbonyl compounds from alcohols. These products have hydrophobicities that are similar or increased relative to their substrates.

A second constraint is that the reaction remains linear with time. In the presence of reducing equivalents, the P450 enzymes will generally lose activity over time. Provided that the loss of enzyme is not dependent on substrate concentration, the \( V_m \) of the enzyme will change, but not the \( K_m \). For P450 reactions, the presence of substrate in the active site can either protect the enzyme or increase its rate of deactivation. Substrate dependence on stability can generate inaccurate saturation curves. Enzyme stabilization can result in a sigmoidal saturation curve for an enzyme showing hyperbolic saturation kinetics, and enzyme destabilization can show substrate inhibition if the enzyme content varies over the incubation time. The reaction should also be linear with enzyme
concentration to ensure that other processes, such as saturable, nonspecific binding, do not alter the enzyme saturation profile.

B. Analysis of Michaelis-Menten Kinetic Data

By far, the best method of determining kinetic parameters is to perform an appropriately weighted least-squares fit to the relevant rate equation (11). Although reciprocal plots are useful for determining initial parameters for the regression and for plotting the results, initial parameters for a single enzyme showing hyperbolic saturation kinetics can be obtained by inspection of the data. When more than one enzyme is present, e.g., in microsomes, the data can be fit to combined Michaelis-Menten equations:

\[
\frac{v}{[E]} = \frac{V_m_1 [S]}{K_{m_1} + [S]} + \frac{V_m_2 [S]}{K_{m_2} + [S]} + \cdots + \frac{V_{m_n} [S]}{K_{m_n} + [S]}
\]

If the highest substrate concentration shows a linear increase in velocity, the last component of the rate equation should be \( V/K \), i.e., \( v_n = (V/K)_n \). Inclusion of additional rate components should be justified by statistical methods, such as comparing \( F \) values for the regression analyses or the minimum Akaike information criterion estimation (MAICE) (12,13).

C. Reaction Conditions

In addition to the preceding complexities, the P450 enzymes have some unique characteristics that complicate the design of experimental protocols. Because of the broad substrate selectivities for these enzymes, the enzymes are not optimized for the metabolism of a particular substrate. Therefore, the reaction conditions (i.e., pH, ionic strength, temperature) that result in optimum velocities for a given reaction are dependent on both the enzyme and the substrate. To further complicate matters, the velocities for these enzymes tend to vary greatly with changes in these reaction conditions. This variation may well be due to the dependence of the reaction velocity on several pathways in the catalytic cycle.

It is generally accepted that the overall flux through the catalytic cycle (Fig. 2) is dependent on the rates of reduction by P450 reductase (14,15). However, the actual rates of substrate oxidation are probably dependent on three additional rates: the rate of substrate oxidation and the rates of the decoupling pathways (hydrogen peroxide formation and excess water formation). Thus, the efficiency of the reaction plays a major role in determining the velocity of a P450 oxidation (16,17). The sensitivity of the reaction velocities to incubation conditions may be due to changes in the reduction rate as well as to changes in the enzyme efficiency.

Although many P450 reactions show optimal activity in the pH range of 7 to 8, both chlorobenzene and octane metabolism show optimum activity at pH 8.2 in rat liver microsomes (18,19). This is also the pH at which P450
oxidoreductase optimally reduces cytochrome c. In addition, whereas essentially all in vitro metabolism studies are carried out at 37°C, both these reactions occur much faster at 25°C. For a given enzyme, the optimum ionic strength is a function of the substrate. For example, the rate of benzphetamine metabolism by reconstituted CYP2B1 increases with increasing ionic strength (20), whereas the optimum for testosterone metabolism by this enzyme is 20 mM potassium phosphate (KPi) buffer and decreases with increasing ionic strength (unpublished results).

Even the optimum ratio of reductase to P450 depends on the substrate and the enzyme. Whereas most reactions are saturated by a reductase/P450 ratio of 10:1, testosterone metabolism by CYP2A1 saturates at much higher reductase ratios. In contrast, essentially all reactions that have a cytochrome b₅ dependence are saturated at a b₅/P450 ratio of 1:1.

Thus, many P450 oxidations show a substantial and variable dependence on reaction conditions, which makes it impractical to optimize each reaction. In fact, the optimum reaction conditions may not represent the in vivo reaction environment. It would be difficult to justify a reaction temperature of 25°C in an experiment that will be used for in vitro–in vivo correlations. A more practical approach would be to use a consistent set of reaction conditions that provide adequate velocities. Common reaction conditions include 100 mM KPi, pH 7.4, 37°C, a reductase/P450 ratio of 2:1, and a cytochrome b₅/P450 ratio of 1:1.

III. INHIBITION: MICHAELIS-MENTEN KINETICS

For a detailed review of simple to complex enzyme kinetics, a book by Segel (21) is recommended. Most P450 oxidations show hyperbolic saturation kinetics and competitive inhibition between substrates. Therefore, both \( K_m \) values and drug interactions can be predicted from inhibition studies. Competitive inhibition suggests that the enzymes have a single binding site and only one substrate can bind at any one time. For the inhibition of substrate A by substrate B to be competitive, the following must be observed:

1. Substrate A has a hyperbolic saturation curve: Enzymes that bind to only one substrate molecule will show hyperbolic saturation kinetics. However, the observation of hyperbolic saturation kinetics does not necessarily mean that only one substrate molecule is interacting with the enzyme (see discussion of non-Michaelis-Menten kinetics in sec. IV).
2. The presence of substrate B changes the apparent \( K_m \) but not the \( V_m \) for substrate A: Saturating concentrations of A must be able to completely displace B from the active site.
3. Complete inhibition of metabolism is achieved with saturating concentrations of substrate B: Saturating concentrations of B must be able to completely displace A from the active site.
4. Substrate B does not change the regioselectivity of substrate A: The regioselectivity of the enzyme is determined by the interactions between the substrate and the active site. Since the substrate saturation curve is defined by the $K_m$ of the enzyme, regioselectivity cannot be a function of substrate or inhibitor concentration [I].

One standard equation for competitive inhibition is given in Eq. (6). This equation shows that the presence of the inhibitor modifies the observed $K_m$ but not the observed $V_m$. A double reciprocal plot gives an $x$ intercept of $-1/K_m$ and a $y$ intercept of $1/V_m$.

\[
\frac{v}{[E_t]} = \frac{V_m[S]}{K_m[1 + I/K_i] + [S]} \tag{6}
\]

Equation (7) gives the fraction activity remaining in the presence of an inhibitor relative to its absence ($v_i/v_0$):

\[
\frac{v_i}{v_0} = \frac{K_m + [S]}{K_m(1 + I/K_i) + [S]} \tag{7}
\]

Equation (8) describes the fraction of inhibition, or $1 - (v_i/v_0)$.

\[
i = 1 - \left(\frac{v_i}{v_0}\right) = \frac{[I]}{[I] + K_i(1 + [S]/K_m)} \tag{8}
\]

Finally, many reports provide IC$_{50}$ values (concentration of inhibitor required to achieve 50% inhibition), which are dependent on both substrate concentration and $K_m$ [Eq. (9)]. Equation (9) shows that when $[S] = K_m$, then IC$_{50} = 2K_i$:

\[
\text{IC}_{50} = K_i \left(1 + \frac{[S]}{K_m}\right) \tag{9}
\]

A. Experimental Design and Analysis of Inhibition Data

By far the best method for characterizing inhibition data is to vary both substrate and inhibitor concentration. The resulting rate data is fit to Eq. (6) by weighted least-squares regression. Initial estimates for the parameters can be obtained from the control (no inhibitor) data and by a double reciprocal plot. This analysis provides estimates of $V_m$, $K_m$, and $K_i$ from a single experiment. If a minimum of effort is required, the $K_m$ of the reaction is known, and competitive inhibition is assumed. Equations (6) to (9) can be used to determine the $K_i$ by varying [I] at a single substrate concentration. However, neither the $K_m$ nor the type of inhibition can be validated. Only an observation of partial inhibition or nonhyperbolic kinetics indicates that simple competitive inhibition is not involved. If both substrate and inhibitor concentration are varied, the data can also be fit to
equations for other types of inhibition, e.g., noncompetitive and mixed type, and the fits can be compared. For the P450 enzymes, the second most prevalent type of inhibition is the partial mixed type of inhibition, which will be discussed later.

IV. NON-MICHAELIS-MENTEN KINETICS

Most P450 oxidations show standard saturation kinetics and competitive inhibition between substrates. However, some P450 reactions show unusual enzyme kinetics, and most of those identified so far are associated with CYP3A oxidations (22). The unusual kinetic characteristics of the CYP3A enzymes (and less frequently other enzymes) include five categories: activation, autoactivation, partial inhibition, biphasic saturation kinetics, and substrate inhibition. Activation is the ability to be activated by certain compounds, i.e., the rates of a reaction are increased in the presence of another compound. Autoactivation occurs when the activator is the substrate itself, resulting in sigmoidal saturation kinetics. For partial inhibition, saturation of the inhibitor does not completely inhibit substrate metabolism. Substrate inhibition occurs when increasing the substrate beyond a certain concentration results in a decrease in metabolism.

Although most of the observed kinetics are consistent with allosteric binding at two distinct sites (23), previous studies suggest that the activation of metabolism involves the simultaneous binding of both the activator and the substrate in the same active site (24,25). The possibility of binding two substrate molecules to a P450 active site could almost be expected, given the relatively nonspecific nature of the P450-substrate interactions. For example, CYP1A1 is a P450 that metabolizes polycyclic aromatic hydrocarbons (PAHs). The size of the PAHs can vary between naphthalene (two aromatic rings) to very large substrates, such as dibenzopyrenes (six rings). If an active site can accommodate very large substrates, it can be expected that more than one naphthalene molecule can be bound. Indeed, naphthalene metabolism by CYP1A1 has a sigmoidal saturation curve (unpublished results). Finally, it has been shown by NMR studies that both pyridine and imidazole can coexist in the P450cam active site (26). Thus, even a P450 with rigid structural requirements can simultaneously bind two small substrates.

If enzyme activation and the other unusual kinetic characteristics result from multiple substrates in the active site, kinetic parameters will be difficult to characterize and drug interactions will be more difficult to predict, since they are a function of the enzyme and of both the substrates. In addition, there are some indications that non-Michaelis-Menten kinetics can be seen in vivo (27–29).

A. Non-Michaelis-Menten Kinetics for a Single Substrate

If non-Michaelis-Menten kinetics for all P450 enzymes are a result of multiple substrates binding to the enzyme, then the reaction kinetics for the binding of two substrates to an active site can be complicated. A number of analyses of
varying complexity have been published and a review of this topic is available. Differences in analyses are due to different numbers of distinct binding sites and distinct binding constants. For this section and the next, we make the assumption that two compounds can bind to the active site with different affinities, but the binding sites are not defined regions of the active site. These assumptions can describe all observed kinetic characteristics and are still simple enough to allow for the determination of kinetic constants.

The full kinetic scheme for the two-substrate model is given in Figure 3. If product release is fast relative to the oxidation rates, the velocity equation is simplified to Eq. (10):

\[
 v = \frac{k_{25}S/K_{m1} + k_{35}[S]^2/K_{m1}K_{m2}}{1 + [S]/K_{m1} + [S]^2/K_{m1}K_{m2}}
\]  

(10)

In this equation, \(K_{m1} = (k_{21} + k_{23})/k_{12}\) and \(K_{m2} = (k_{23} + k_{35})/k_{32}\). \(K_{m1}\) would be the standard Michaelis constant for the binding of the first substrate, if \([ESS] = 0\). \(K_{m2}\) would be the standard Michaelis constant for the binding of the second substrate, if \([E] = 0\) (i.e., the first binding site is saturated). In the complete equation, these constants are not true \(K_m\) values, but their form (i.e., \(K_{m1} = (k_{21} + k_{25})/k_{12}\) and significance are analogous. Likewise, \(k_{25}\) and \(k_{35}\) are \(V_{m1}/E_r\) and \(V_{m2}/E_r\) terms when the enzyme is saturated with one and two substrate molecules, respectively. Equation (10) describes several non-Michaelis-Menten kinetic profiles. Autoactivation (sigmoidal saturation curve) occurs when \(k_{35} > k_{24}\) or \(K_{m2} < K_{m1}\), substrate inhibition occurs when \(k_{24} > k_{35}\), and a biphasic saturation
curve results when \( k_{35} > k_{24} \) and \( K_{m2} \gg K_{m1} \). This equation was used to fit experimental data for the metabolism of several other substrates, as described next.

1. Sigmoidal Saturation Kinetics

Although sigmoidal binding kinetics can be discussed in terms of binding cooperativity, this is not always the case for enzymes. Sigmoidal saturation kinetics of an enzyme can result when either the second substrate binds to the enzyme with greater affinity than the first or the ESS complex is metabolized at a faster rate than the ES complex. There have been several reports that describe sigmoidal saturation curves for P450 oxidations (23,30,31) and carbamazepine is a classic CYP3A substrate that shows sigmoidal saturation kinetics (Fig. 4). This figure also shows that quinine converts the sigmoidal curve into a hyperbolic curve. This conversion will be discussed in section V, on interactions between different substrates. For sigmoidal saturation curves, a unique solution for a fit to Eq. (10) is not possible (25). This fit becomes apparent when the influence of the second substrate is considered. For this discussion, \( K_{m1} \), \( K_{m2} \), \( V_{m1} \), and \( V_{m2} \) are
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**Figure 4** Effect of quinine on the carbamazepine saturation curve. Quinine makes the sigmoidal saturation curve more hyperbolic. **Source:** Courtesy of K. Nandigama and K. Korzekwa (unpublished results).
defined as described for Eq. (10). If the second substrate binds with a lower $K_m$ than the first substrate and has the same rate of product formation, the slope will equal $(V/K)_1$ at low substrate concentrations, since only one substrate will be bound. As the substrate concentration increases into the range of the second $K_m$, much of the ES complex becomes ESS. Since the ratio of [E] to [ES] is determined by the first $K_m$, the ESS complex increases at the expense of E. Therefore, the enzyme becomes saturated faster, resulting in a concave-upward region in the saturation curve. Likewise, if the second substrate binds with a $K_m$ identical to that of the first substrate but has a higher $V_m$, the linear portion of the curve will again have a slope of $(V/K)_1$. As the substrate concentration approaches $K_m$, [ESS] increases. Since the rate of product formation is higher for ESS, a concave-upward region results. From a sigmoidal saturation curve, one can determine $(V/K)_1$ from the slope at low substrate concentrations, and $V_m$ at saturating substrate concentrations. However, $V_m$, $K_m$, and $K_m$ remain undetermined, since $(V/K)_1$ can have either a $K_m$ higher than $K_m$ or a $V_m$ lower than $V_m$. Therefore, multiple solutions are possible when sigmoidal saturation data are fit to Eq. (10).

If a sigmoidal saturation curve is obtained, information relevant to in vitro–in vivo correlations can be obtained from appropriately designed experimental data. The values of $(V/K)_1$, $V_m$, and the concave-upward region should be defined if they occur within the therapeutic concentration range. The $(V/K)_1$ region will define the rate of metabolism at low substrate concentrations. If the concave-upward region occurs in the therapeutic range, a dose-dependent increase in drug clearance can be expected. On the other hand, if enzyme saturation occurs, a dose-dependent decrease in clearance can be expected. If there is no linear range (i.e., the slope constantly increases at low substrate concentrations), then $(V/K)_1 = 0$. This is probably due to $V_m = 0$, since an enzyme with a very high $K_m$ will not be very active at moderate substrate concentrations.

2. Biphasic Saturation Kinetics

A second type of nonhyperbolic saturation kinetics became apparent during studies on the metabolism of naproxen to desmethylnaproxen (32). Studies with human liver microsomes showed that naproxen metabolism has biphasic kinetics and is activated by dapsone (T. Tracy, unpublished results). The unactivated data shows what appears to be a typical concentration profile for metabolism by at least two different enzymes. However, a similar biphasic profile was obtained with expressed enzyme (25). This biphasic kinetic profile is observed with the two-substrate model when $V_m > V_m$ and $K_m > K_m$. The appropriate equation for the two-site model when $[S] < K_m$ is

$$
\frac{v}{E_t} = \frac{V_m[S] + V_m/K_m[S]^2}{K_m + [S]} \quad (11)
$$
This equation can be compared to that when two enzymes are present, one with a very high $K_m$:

$$\frac{v}{[E_t]} = \frac{V_{m1} [S]}{K_{m1} + [S]} + \frac{V_{m2} [S]}{K_{m2}}$$  \hspace{1cm} (12)

Fits of experimental data to the two equations are almost indistinguishable. Therefore, saturation kinetic data alone cannot determine the appropriate model when multiple enzymes are present. In addition, higher concentrations of dapsone result in hyperbolic naproxen demethylation kinetics (T. Tracy, unpublished results), suggesting that dapsone is occupying one of the two naproxen-binding regions in the CYP2C9 active site. Again, this will be discussed in section V, on interactions between different substrates.

3. Substrate Inhibition

Another kinetic profile, substrate inhibition, occurs when the velocity from ESS is lower than that of ES (Fig. 5). In this case, the saturation curve will increase to a maximum and then decrease before leveling off at $V_{m2}$. For the P450 enzymes, $V_{m2}$ is usually not zero when sub-millimolar concentrations of substrate are involved. This observation suggests that ESS still has some activity. If substrate inhibition occurs at very high substrate concentrations, non-active-site interactions should be suspected. Substrate inhibition profiles are easily identified, provided that the observed concentration range is appropriate and $K_{m1}$ is not much smaller than $K_{m2}$ (Fig. 5). However, determining the kinetic constants in Eq. (10) requires
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adequate experimental data. The number and concentration of data points must be sufficient to define four regions in the saturation curve: the \((V/K)_1\) region, the concave-downward region, the concave-upward region, and \(V_m^2\).

V. SIMULTANEOUS BINDING OF DIFFERENT SUBSTRATES TO THE P450 ACTIVE SITES

If two different substrates bind simultaneously to the active site, then the standard Michaelis-Menten equations and competitive inhibition kinetics do not apply. Instead it is necessary to base the kinetic analyses on a more complex kinetic scheme. The scheme in Figure 6 is a simplified representation of a substrate and an effector binding to an enzyme, with the assumption that product release is fast. In Figure 6, S is the substrate and B is the effector molecule. Product can be formed from both the ES and ESB complexes. If the rates of product formation are slow relative to the binding equilibrium, we can consider each substrate independently (i.e., we do not include the formation of the effector metabolites from EB and ESB in the kinetic derivations). This results in the following relatively simple equation for the velocity:

\[
\frac{v}{E_i} = \frac{V_m[S]}{K_m (1 + [B]/K_b) + [S] \frac{(1 + [B]/\alpha K_b)}{(1 + \beta [B]/\alpha K_b)}}
\]

(13)

Figure 6 Simplified kinetic scheme for the interaction between a substrate and an effector molecule for an enzyme with two binding sites within the active site. Source: From Ref. 17.
In this equation, S is the substrate, B is the effector, \( V_m = k_{25}E_r \), \( K_m = (k_{21} + k_{25})/k_{12} \) (kinetic constants for substrate metabolism), \( K_b = k_{31}/k_{13} \) (binding constant for effector), \( \alpha \) is the change in \( K_m \) resulting from effector binding, and \( \beta \) is the change in \( V_m \) from effector binding. For inhibitors, \( \beta < 1 \); for activators, \( \beta > 1 \).

The scheme in Figure 6 provides a general description of the interaction of two molecules with an enzyme, including both inhibition and activation. Since we are considering only the metabolism of S, the effector molecule can be binding at any other site on the enzyme, e.g., an allosteric site. With respect to P450 activation, at least some P450 effectors are also substrates for the enzymes (24,25). Also, saturating concentrations of S will not completely inhibit the metabolism of B, and saturating concentrations of B cannot completely inhibit the metabolism of S. Since the P450 enzymes have only one active site, these data suggest that both molecules bind simultaneously to the active site (i.e., they have access to the reactive oxygen). The observation of partial inhibition by another P450 substrate is also consistent with this hypothesis.

To experimentally define these kinds of interactions, it is necessary to vary both substrate and effector concentrations. For Eq. (13), initial parameters can be obtained by first performing double reciprocal plots and then replotting \( 1/slope \) and \( 1/intercept \) versus \( 1/[I] \) (21). The intercept of the \( 1/intercept \) replot is \( \beta V_m/(1 - \beta) \), which can be used to solve for \( \beta \). The value for \( \alpha \) can then be obtained from the \( 1/slope \) intercept \( = \beta V_m/K_m(\alpha - \beta) \).

If the metabolism of both substrate and effector are measured, the validity of treating the two processes independently can be tested. For example, we reported that 7,8-benzoflavone dramatically increases the \( V_m \) of phenanthrene metabolism by CYP3A4 and that phenanthrene is a partial inhibitor of 7,8-benzoflavone metabolism (24,25). If the scheme in Figure 6 is valid, then the \( K_m \) when phenanthrene is analyzed as the substrate should equal \( K_b \) when 7,8-benzoflavone is analyzed as the substrate. In addition, since any thermodynamic state is path independent, the \( \alpha \) values and \( K_m/\alpha K_b \) values should be similar between experiments. For this pair of substrates, these relationships were shown to be true.

The situation becomes even more complicated when one of the substrates can bind twice to the enzyme, as represented in Figure 7. In this case, inhibition or activation is combined with the nonhyperbolic saturation kinetics for a single substrate described earlier. Analysis of the equation derived for the scheme in Figure 7 suggests that some compounds would be activators at low substrate concentrations and inhibitors at high substrate concentrations. This situation can occur when the rate of product formation from the intermediates has the order \( ES < ESB < ESS \). At low substrate concentrations, the reaction is activated by B by converting \( ES \) to \( ESB \). At high substrate concentrations, the reaction is inhibited by B by converting \( ESS \) to \( ESB \). This is precisely what has been observed in Figure 4. In this figure, quinine converts the sigmoidal carbamazepine saturation curve to a hyperbolic curve (linear double-reciprocal plot), by
apparently binding one of the substrate-binding sites. The presence of quinine results in significant activation at low substrate concentrations and inhibition at high substrate concentrations. This observation suggests that the reaction velocities from the various substrate complexes have the order $ES < EB < ESS$, where $S$ is carbamazepine and $B$ is quinine.

Two other examples of sigmoidal reactions that are made linear by an activator include a report by Johnson et al. (31), who showed that pregnenolone has a nonlinear double-reciprocal plot that was made linear by the presence of 5 $\mu$M 7,8-benzoflavone, and Ueng et al. (23), who showed that aflatoxin Bl has sigmoidal saturation curve that is made more hyperbolic by 7,8-benzoflavone. As with the effect of quinine on carbamazepine metabolism, 7,8-benzoflavone is an activator at low aflatoxin Bl concentrations and an inhibitor at high aflatoxin Bl concentrations.

Another example of reactions that can be described by Figure 7 is the effect of dapsone on naproxen metabolism by CYP2C9. In this case, dapsone makes the biphasic naproxen curve more hyperbolic. Finally, one can expect similar influences on reactions that show substrate inhibition. If $ESB$ has a metabolic rate similar to $ES$, one would expect activation at high substrate concentrations. Conversely, if the rate is similar to $ESS$, inhibition would be expected at intermediate substrate concentrations, with little effect at $V_m$. 
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**Figure 7** Kinetic scheme for an enzyme with two binding sites that can bind two substrate molecules and one effector molecule. *Source:* From Ref. 17.
VI. INFLUENCE OF ATYPICAL KINETICS ON INHIBITION AND DRUG INTERACTION STUDIES

In vitro studies of drug metabolism with human enzymes are becoming an increasingly important part of preclinical drug development, since they can provide information on the expected genotypic and phenotypic variation within the population and can be used to predict drug interactions. It is common practice to use inhibition of standard assays to determine if a substrate will interact with a particular P450. This practice is based on the assumption that competitive inhibition occurs and that a given inhibitor will have a $K_i$ value that is independent of the substrate being inhibited. Although this assumption is true for most P450 oxidations, there are an increasing number of examples where non-Michaelis-Menten kinetics are observed. The foregoing discussion suggests that an effector can either increase or decrease either $V_m$ or $K_m$ or both. It is also possible for an effector to bind to the active site and have no influence on a reaction. This can be seen by the effect of quinine on pyrene metabolism by CYP3A4 (Fig. 8). Although quinine is a known CYP3A4 substrate, it appears to have no effect on the reaction. However, if pyrene metabolism is first activated by testosterone or 7,8-benzoflavone, quinine displaces the activator, causing inhibition. This suggests that negative results for one drug cannot always be extrapolated to predict interactions with other drugs.
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**Figure 8** Effect of quinine on pyrene metabolism. *Source:* Courtesy of K. Nandigama and K. Korzekwa (unpublished results).
In general, since both \( \alpha \) and \( \beta \) are substrate-pair dependent, drug interactions cannot be extrapolated to other substrates for enzymes that show non-Michaelis-Menten kinetics. This does not mean that inhibition studies are not useful in predicting drug metabolism or drug interactions, but only that the limitations of the data should be understood. At an early stage of drug development, it is not practical to perform the extensive kinetic analyses that may be required to define all relevant kinetic parameters. It is still useful to conduct inhibition studies with standard assays to determine the enzymes involved and their approximate binding constants. However, a common result of complex kinetics is the observation of partial inhibition and, less frequently, activation. When inhibition occurs, an approximate binding constant for the inhibitor at the given substrate concentration can be obtained by fitting inhibition from the following equation, where \( \beta_{\text{app}} \) is the fraction of activity remaining at saturating \([I]\):

\[
\frac{v}{v_0} = 1 - \frac{(1 - \beta_{\text{app}}) [I]}{IC_{50,\text{app}} + [I]} \tag{14}
\]

More complex kinetics that does not fit hyperbolic inhibition or activation are also possible. These cases usually involve combinations of activation or inhibition with a second component resulting from two-substrate kinetics, e.g., sigmoidal, biphasic, or substrate inhibition kinetics. An example is activation followed by inhibition. The inhibition component occurs when two substrates in the active site displaces the inhibitor.

It would be desirable to determine all binding constants from the simple experiments, but values for \( K_i, \alpha, \) and \( \beta \) cannot be obtained without performing more complex experiments. More importantly, the observation of partial inhibition or activation indicates that multisubstrate kinetic mechanisms are likely to be involved, and care should be taken in the interpretation of the data and the design of future experiments.

VII. SUMMARY

Most P450-catalyzed reactions show hyperbolic saturation kinetics and competitive inhibition kinetics. Therefore, binding constants can be obtained by inhibition of standard assays. Some P450-catalyzed reactions show atypical kinetics, including activation, autoactivation, partial inhibition, biphasic saturation kinetics, and substrate inhibition. Although atypical kinetics are for metabolism with any P450 enzyme, these phenomena occur most frequently for the CYP3A enzymes. In general, an observation of non-Michaelis-Menten kinetics makes it difficult to interpret results and makes in vitro–in vivo correlations difficult. In particular, the interactions between two substrates and an enzyme are dependent on both substrates, which can result in both false negatives and false positives when predicting drug interactions with inhibition studies.
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I. INTRODUCTION

Cytochrome P450 (P450) binding is now widely recognized as a major focus for drug-drug interactions in the pharmaceutical industry. P450 metabolism-based drug-drug interactions, in vitro and in vivo, are now routinely part of the product labeling and advertising copy, often in incomprehensible detail. Although this focus has led, on more than one occasion, to undue emphasis on clinically insignificant effects, there does exist in many circumstances a significant risk to patients arising from interactions with the P450 enzyme system. What is more, these interactions can be reasonably well predicted from in vitro data and extrapolated from drug to drug, thanks to the large body of literature information. From the authors’ survey of the available data on the elimination pathways for 438 drugs marketed in the United States and Europe, the overall importance of P450-mediated clearance can be determined. The elimination of unchanged drug via urine (the most commonly defined), bile, expired air, or feces represented, on average, approximately 25% of the total elimination of dose for these drugs.
compounds. P450-mediated metabolism represented 55%, with all other metabolic processes making up the remaining 20%. Thus, this focus (or perhaps obsessive compulsion) on studying P450 is justified.

II. CYTOCHROME P450 SUPERFAMILY

P450s are ubiquitous throughout nature: they are present in bacteria, plants, and mammals, and there are hundreds of known enzymes that can show tissue- and species-specific expression. This diversity of enzymes has necessitated a systematic nomenclature system (1). The root name given to all cytochrome P450 enzymes is CYP (or CYP for the gene). Enzymes showing greater than 40% amino acid sequence homology are placed in the same family, designated by an Arabic numeral. When two or more subfamilies are known to exist within the family, then enzymes with greater than 60% homology are placed in the same subfamily, designated with a letter. Finally this letter is followed by an Arabic number, representing the individual enzyme, which is assigned on an incremental basis, i.e., first come, first served. As of October 2006 there were 6422 P450 enzymes, organized into 708 families, which were identified in species from alfalfa to the zebra finch, although only 2279 in 99 families in animals (2). Only the 50 P450 enzymes described in man (Table 1) are likely to be of any clinical relevance, and even then only the P450s in families 1, 2, and 3 appear to

Table 1  Human Cytochrome P450 Superfamily

<table>
<thead>
<tr>
<th>Family</th>
<th>Subfamilies</th>
<th>Number of enzymes</th>
<th>Best-described substrates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A, B</td>
<td>3</td>
<td>Xenobiotics</td>
</tr>
<tr>
<td>2</td>
<td>A, B, C, D, E, F, J, R, S</td>
<td>15</td>
<td>Xenobiotics</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>4</td>
<td>Xenobiotics</td>
</tr>
<tr>
<td>4</td>
<td>A, B, F, X, Z</td>
<td>9</td>
<td>Fatty acids/leukotrienes</td>
</tr>
<tr>
<td>5</td>
<td>A</td>
<td>1</td>
<td>Thromboxane</td>
</tr>
<tr>
<td>7</td>
<td>A, B</td>
<td>2</td>
<td>Cholesterol</td>
</tr>
<tr>
<td>8</td>
<td>A, B</td>
<td>2</td>
<td>Prostacyclin</td>
</tr>
<tr>
<td>11</td>
<td>A, B</td>
<td>3</td>
<td>Steroids</td>
</tr>
<tr>
<td>17</td>
<td>—</td>
<td>1</td>
<td>Steroids</td>
</tr>
<tr>
<td>19</td>
<td>—</td>
<td>1</td>
<td>Estrogen</td>
</tr>
<tr>
<td>21</td>
<td>A</td>
<td>1</td>
<td>Steroids</td>
</tr>
<tr>
<td>24</td>
<td>—</td>
<td>1</td>
<td>Vitamin D/steroids</td>
</tr>
<tr>
<td>26</td>
<td>A, B</td>
<td>2</td>
<td>Retinoic acid</td>
</tr>
<tr>
<td>27</td>
<td>A, B</td>
<td>2</td>
<td>Vitamin D/steroids</td>
</tr>
<tr>
<td>39</td>
<td>A</td>
<td>1</td>
<td>Cholesterol</td>
</tr>
<tr>
<td>46</td>
<td>—</td>
<td>1</td>
<td>Cholesterol</td>
</tr>
<tr>
<td>51</td>
<td>—</td>
<td>1</td>
<td>Steroids</td>
</tr>
</tbody>
</table>
be responsible for the metabolism of drugs and therefore are potential sites for drug interactions. The P450 enzymes from the other families are generally involved in endogenous processes, particularly hormone biosynthesis. An interaction with these enzymes could have significant toxicological effects, but a pharmacokinetic drug-drug interaction between two exogenous pharmacological agents is unlikely. Even of the 22 P450 enzymes in families 1, 2, and 3, perhaps only five or six are quantitatively relevant in the metabolism of pharmaceuticals.

III. TISSUE DISTRIBUTION AND ABUNDANCE

P450 enzymes can be found throughout the body, particularly at interfaces, such as the intestine, nasal epithelia, and skin. The liver and the intestinal epithelia are the predominant sites for P450-mediated drug elimination and are also the sites worth considering in most detail with respect to drug-drug interactions. Although P450 enzymes have been well characterized in many other tissues, it is unlikely that these play a significant role in the overall elimination of drugs. These tissues and their P450s may play a role, for example, in tissue-specific production of reactive species and thereby toxicity, but they are unlikely to represent a concern for pharmacokinetic drug interactions.

The complement of intestinal P450s appears to be more restricted than that in the liver. Despite this restriction, many different P450 enzymes have been detected (by activity or mRNA) in the intestine from various species, including man. The available data would suggest that there are measurable levels of at least CYP1A1, CYP2C9, CYP2D6, CYP2E1, and representatives of subfamilies CYP2J and CYP4B present in the intestinal epithelia (3–9); however, overwhelmingly, the most significant P450 enzymes in human intestine are from the CYP3A family (10–13). The other P450 enzymes are clearly present in low quantities and/or are not capable of contributing to the pharmacokinetic profile (e.g., limiting oral bioavailability) via intestinal metabolism. That CYP3A4, in particular, is the P450 enzyme of significant concern for drug-drug interactions in the intestine is supported by a number of pharmacokinetic studies.

Although it is not a trivial task to clearly demonstrate the role of a human P450 enzyme in intestinal presystemic elimination, this has been shown for several drugs metabolized by CYP3A4, e.g., cyclosporin (14,15), tacrolimus (16,17), sirolimus (18), midazolam (19), saquinavir (20), felodipine (21,22), and nefazadone (23). Interestingly, grapefruit juice has been shown to have a significant interaction with a number of these drugs (24). Grapefruit juice’s effect is believed to be limited to the intestine and to be specifically CYP3A4 mediated (22,25,26). Psoralen derivatives and related compounds are thought to be involved as the active ingredients in grapefruit juice interactions (27–32). Interestingly, these components are very potent inhibitors (submicromolar inhibitory constants) of CYP1A2, CYP2C9, CYP2C19, and CYP2D6, in addition to any effects they have on CYP3A4 (H. Oldham, personal communication, 1998). Yet the reports of significant interactions in vivo appear to be limited to
CYP3A4 substrates. This supports the contention that the effect is solely on the intestine, not the liver, and that CYP3A4 is the only P450 that plays a significant role in the intestinal metabolism of drugs. Therefore, the intestine is an important site for P450 drug interactions, but only those mediated via CYP3A4.

In the human liver, the relative content of the major P450 enzymes has been determined in several studies, and a general consensus has emerged. On average, CYP3A4 is quantitatively the most important, with CYP2C8, CYP2C9, CYP2A6, CYP2E1, and CYP1A2 present in somewhat lower quantities; CYP2C19 and CYP2D6 are of relatively minor quantitative importance (Fig. 1A) (33). However, a very different picture emerges when evaluating the extent to which P450 enzymes are responsible for drug elimination processes (Fig. 1B). CYP3A4 is responsible for approximately 50% of the P450-mediated metabolism of marketed pharmaceuticals, and CYP2D6 has a disproportionate share (~25%) in comparison with the amount of enzyme present in the liver. CYP2C9 and CYP1A2 make up a progressively less significant proportion of the whole. All the other P450 enzymes make somewhat minor contributions.

It is notable that CYP3A4 appears to be more frequently cited for newly developed drugs than CYP2D6. This increase in the incidence of CYP3A4 substrates follows the increase in lipophilicity, probably a consequence of the paradigm shift in the pharmaceutical industry’s drug discovery process, which is now driven by in vitro pharmacological screening. It is easy to understand why such a large number of CYP2D6 substrates have been identified. Because of the polymorphic nature of CYP2D6, substrates of this enzyme were among the first and easiest to be defined, even before the molecular basis of the polymorphism was known. Lately, because of the current impracticality of personalizing doses, CYP2D6 substrates are being engineered out or deselected during the drug discovery and optimization phase wherever this might provide a competitive advantage. For other P450 enzymes, such as CYP2C8, the tools to investigate and identify interactions at the enzyme (specific substrates and inhibitors suitable for in vitro and in vivo use) have been available only relatively recently, and the importance of these enzymes may be underestimated. These considerations and the data for those drugs whose mechanisms of elimination have yet to be fully elucidated might be expected to alter this overall distribution somewhat; however, it is unlikely that the current picture will change for at least the medium-term future. Thus, from the pharmaceutical industry’s perspective, CYP1A2, CYP2C9, CYP2D6, and CYP3A4 address the overwhelming majority of the P450 issues and a little over 50% of the total target for pharmacokinetic drug-drug interaction studies.

IV. PHARMACOKINETIC CONSIDERATIONS

The pharmacokinetics of drug-drug interactions has been described in detail in another chapter (see chap. 1); however, a number of points are worth briefly reiterating in the context of P450. For an inhibition interaction, the affected drug
clearly must have an appreciable proportion of its clearance ($f_m$, fraction metabolized by inhibited P450) via the P450 enzyme being inhibited, i.e., $f_m > 0.3$. For example, if the P450-mediated metabolism was only 20% of the total clearance of a compound, a fivefold reduction in its activity would have a limited
effect overall (Fig. 2). Therefore, for inhibition interactions the relative importance of the individual P450 enzymes is simply described by Figure 1B. For induction interactions, the degree of effect is less sensitive to the $f_m$, and significant pharmacokinetic changes can be seen even if the induced P450 is normally a relatively minor contributor to overall clearance. Using the same example as for inhibition, a fivefold increase in the P450 activity has a significant effect on total clearance, despite the normally minor contribution to clearance (Fig. 2). In such cases the degree of sensitivity is defined by the extent of induction as well as the $f_m$. There is evidence of induction for a number of P450 enzymes in man, although some of the most notable inductive effects involve CYP3A4.

It is often thought that drugs with an appreciable $f_m$ by CYP2D6, which have dangerous interaction potential, have been generally identified (because of the polymorphic nature of this enzyme) and withdrawn. This has been the case with perhexiline (34,35) and phenformin (36). But it has long been recognized that CYP2D6 poor metabolizers (PMs) and extensive metabolizers (EMs) coadministered with potent CYP2D6 inhibitors are at particular risk of adverse drug reactions (37). There are still a large number of CYP2D6 substrates marketed, and serious if not acutely fatal interactions are possible, despite the existence of a “canary” population that will exhibit very different pharmacokinetics to warn of potential consequences of drug interactions.

The clearance of the target drug can be the most significant arbiter of the severity of interaction for systemic interactions. Using the venous equilibrium
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**Figure 2** Influence of $f_m$ (fraction metabolized by inhibited P450) on drug-drug interactions. The control represents a model drug for which cytochrome P450 ($dark\ bar$) is responsible for 20% of the clearance, with the remaining 80% being non-P450 mediated ($white\ bar$). “CYP inhibited” and “CYP induced” illustrate the effect on total clearance of a fivefold reduction or increase in the P450 activity, respectively.
model of hepatic elimination, a very highly intrinsically cleared compound (e.g., compound A in Fig. 3) would be relatively insensitive to inhibition interactions. In this case, a 75% reduction in enzyme activity would result in virtually no change (~6%) in blood clearance. For a significantly less readily metabolized substrate (e.g., compound B in Fig. 3), such a reduction in enzyme activity would have a significant effect (~30%) on blood clearance. For low-clearance drugs (assuming $f_m$ is 1), the reduction in clearance exactly reflects the reduction in enzyme activity.

Although systemically low-clearance drugs would be expected to be the most sensitive to drug-drug interactions, such compounds frequently have high oral bioavailability. As such, a coadministered inhibitor will cause little alteration of the $C_{max}$ on a single oral dose but would need to be able to maintain inhibitory levels throughout the dosing interval. At steady state, a large inhibitory effect could be mediated, but the maximum initial “jump” in blood levels of the target drug would be twofold, with each subsequent dose adding at most another unit until the steady state was reached. Such a relatively gentle rate of elevation of blood levels might enable, in some circumstances, known tolerated adverse effects to be identified before serious toxicity is encountered. Many CYP2C9 substrates are high-bioavailability, low-clearance drugs, e.g., glyburide, tolbutamide, phenytoin, and warfarin, as are some CYP1A2 substrates, e.g., caffeine and theophylline. There are also higher-clearance CYP1A2 substrates, e.g., ropinirole and tacrine, although most published interaction studies have

---

**Figure 3** Influence of clearance on systemic drug-drug interactions. For model compound A (open circles) and compound B (closed circles), the effect on blood clearance of a 75% reduction in intrinsic enzyme activity (CL) is illustrated. The line represents the relationship between $CL_i$ and $CL_b$ that is described by the venous equilibrium, or “well-stirred,” model of hepatic extraction.
involved caffeine or theophylline. CYP2D6 and particularly CYP3A4 substrates exhibit a wide range of pharmacokinetic properties, in the latter case involving some of the highest-clearance drugs.

Blood-flow-limited drugs are not only theoretically systemic drug-interaction resistant but also rarely make good drugs (because of a low oral bioavailability and a high likelihood of a short half-life), and there are few drugs marketed, except prodrugs. However, on oral dosing, a putative inhibitor of the metabolism of such drugs need only be effective during the first-pass phase to cause a very significant effect. High levels of inhibitory blockade can be achieved because of the concentrations that can be achieved in the gut and the liver during absorption. Since the target drug has a low bioavailability, changes in blood $C_{\text{max}}$ can be quite sudden and of an order of magnitude or more. Currently, the greatest concern for low-bioavailability, high-clearance drugs is with certain CYP3A4 substrates. The best-known example is the interaction between potent CYP3A4 inhibitors and terfenadine, where plasma levels of terfenadine have become greatly elevated (38,39) and can result in fatal effects because of the cardiotoxicity of terfenadine.

V. INCIDENCE OF INHIBITION

P450 inhibitors can be readily identified by in vitro methods (see chaps. 2 and 7), and in the authors’ laboratories approximately 400 marketed drugs have been identified. For comparison, the probit plots showing the incidence versus potency of these drugs and approximately 2000 typical pharmaceutical company compounds (ca. 1998) are given in Figure 4.

For the marketed drugs, only 5% had an IC$_{50}$ of less than 10 $\mu$M against CYP1A2, and this incidence was increased to approximately 10% for CYP2C9, CYP2C19, and CYP3A4. Many more drugs had a significant inhibitory effect on CYP2D6, with 20% of marketed drugs having an in vitro IC$_{50}$ of less than 10 $\mu$M. To some degree these results reflect the relative importance of the P450 enzymes in drug clearance (Fig. 1B); however, the results for CYP3A4 are somewhat at odds with this. Although there is much concern about CYP3A4-mediated drug interactions, not many marketed drugs are potent inhibitors of this enzyme. Certainly the majority of research in this area has generally focused on a limited set of HIV protease inhibitors, azole antifungals, and a few macrolide antibiotics. CYP3A4 often has the role of a high-capacity, low-affinity drug-metabolizing enzyme. Equally high-affinity compounds (and therefore potent inhibitors) may have poor pharmacokinetic properties (very high $V_{\text{max}}/K_m$, therefore high $CL_i$) that limit their application as pharmaceutical agents, and hence the relatively low incidence of CYP3A4 inhibitors in the marketed drugs.

A more interesting comparison is that of marketed drugs and pharmaceutical company compounds. There is a particularly dramatic difference in the incidence of CYP3A4 inhibition (Fig. 4E). Typical pharmaceutical company compounds are very much more inhibitory to CYP3A4 than are marketed drugs.
Figure 4  Incidence of P450 inhibition. Probit plots generated from in vitro P450-inhibition data in the authors’ laboratories using heterologously expressed P450s in microsomal membranes. The plots represent data from approximately 400 marketed drugs and 2000 pharmaceutical company compounds synthesized in 1998. (A) CYP1A2, (B) CYP2C9, (C) CYP2C19, (D) CYP2D6, and (E) CYP3A4.
As in vitro high-throughput screening supports drug discovery activity more and more, DMSO solubility has become the only limitation to testing. Thus, with high lipophilicity no longer a barrier to testing and the trend to increasing molecular weight, as medicinal chemists “build” additional functionality and selectivity onto their molecular templates, a greater proportion of compounds fulfill the structural requirements for CYP3A4 substrates and inhibitors. This observation is similar to what has been described in the context of permeability and absorption and is part of the basis of the “Lipinski rule of five” (40).

The differences between marketed drugs and pharmaceutical company compounds are less marked for the other major P450 enzymes. For CYP1A2, there are few changes in the incidence of very potent inhibitors, as might be expected. Any increase in lipophilicity, which should improve the affinity of a compound for any P450 enzyme, would be countered by the increased molecular weight, which would make a compound less suitable for the CYP1A2 active site. In fact, CYP1A2, CYP2C9, CYP2C19, and CYP2D6 show broadly similar patterns to one another. There is no increase in the incidence of very potent inhibitors of these P450s in the contemporary company compounds compared with currently marketed drugs. Clearly the specific QSAR attributes that these P450 enzymes exhibit are being no more consistently met now than over the last 20 to 30 years. However, there are now many more “midrange” inhibitors and many less “clean” compounds than have been seen previously, primarily because of the general increase in lipophilicity. It is noteworthy that the more recently developed selective serotonin reuptake inhibitors (SSRIs) and HIV protease inhibitors are less like the majority of other marketed drugs and have a particularly high incidence of interactions with P450. Overall these data would suggest that, unchecked, CYP3A4 inhibition is likely to be a significant drug-drug interaction challenge facing the pharmaceutical industry in coming years.

Overall, in the authors’ opinion, interactions with CYP3A4 are of the most concern, followed by CYP2C9, CYP2D6, and CYP1A2 in that order. However, the interaction profile of the next clinically or commercially important drug will always be of the most immediate significance, even if it concerns an otherwise relatively insignificant P450 enzyme.

VI. CYP1A2

A. Selectivity

Initial studies on the CYP1A family characterized the substrates as being lipophilic planar polyaromatic/heteroaromatic molecules, with a small depth and a large area/depth ratio. Later studies have suggested that caffeine interacts with the CYP1A2 via three hydrogen bonds, which orient the molecule so that it can undergo N-3-demethylation. Protein homology modeling suggests that the active sites of the CYP1A enzymes are composed of several aromatic residues, which form a rectangular slot and restrict the size and shape of the cavity, so only
planar structures are able to occupy the binding site. This is in keeping with the initial observation and could explain the preference of CYP1A enzymes for hydrophobic, planar aromatic species that are able to partake in π−π interactions with these aromatic residues. In addition to the aromatic residues, there are several residues able to form hydrogen bonds with substrate molecules. Such a model is able to rationalize that caffeine is N-demethylated at the 1, 3, and 7 positions by CYP1A2, of which the N-3-demethylation is the major pathway. Hence, it appears that binding to the active site of CYP1A2 requires certain molecular dimensions and hydrophobicity, together with defined hydrogen bonding and π−π interactions.

The domination of the π−π interactions is also evident in the inhibitor selectivity of the enzyme. The quinolone antibacterial enoxacin is an inhibitor that directly coordinates via the 4′-nitrogen atom on the piperazine function to the heme iron. In addition, there are aromatic regions and hydrogen bonding functions within the molecule that could be important in forming interactions with residues in the enzyme active site. Indeed, a comparison of a series of quinolone antibiotics has indicated that the keto group, the carboxylate group, and the core nitrogen at position 1 are able to form a similar pattern of hydrogen bonds with the active site, as has been suggested for caffeine.

Unlike some of the other P450s, CYP1A2 does not have a clear preference for acidic or basic molecules. It is able to metabolize basic compounds such as imipramine, but is inhibited by acidic compounds such as enoxacin. It is perhaps not surprising, then, that octanol-buffer partition coefficients or overall lipophilicity is not reflective per se of the interaction between CYP1A2 and its substrates or inhibitors.

B. Induction

Though CYP1A2 appears to be nonpolymorphic in man (41), it is inducible by environmental factors, such as cigarette smoking (42), which leads to an increased variability of this enzyme. In terms of induction by pharmaceutical agents, probably the most significant example is omeprazole. Omeprazole has been shown to be a CYP1A2 inducer in human hepatocytes (43). In vivo at higher omeprazole doses (40 and 120 mg for 7 days) there was a significant increase in caffeine metabolism, as shown by urinary metabolic ratios, the caffeine breath test, and caffeine clearance (44). However, at a low dose of omeprazole (20 mg/day for 7 days), there was no effect on caffeine metabolic ratios (45) or on phenacetin-mediated CYP1A2 metabolism (46), suggesting that omeprazole is a dose-dependent inducer of CYP1A2 in man.

C. Inhibition

Furafylline, a structural analogue of theophylline, was produced as a long-acting substitute for theophylline. Early clinical studies showed that the compound
produced marked inhibition of caffeine metabolism. Further in vitro studies showed that furafylline is a selective mechanism-based inhibitor of CYP1A2 (47,48). Detailed mechanistic studies have indicated that metabolic processing of the C-8 methyl group is involved in the inactivation (48).

The interaction between the quinolone antibacterials and CYP1A2 has been studied in some depth for enoxacin and pefloxacin. Both compounds have been shown to inhibit CYP1A2-mediated metabolism of caffeine in vitro (49). This in vitro inhibition translated into a twofold decrease in caffeine clearance by pefloxacin and a sixfold decrease in clearance by enoxacin (50). Because pefloxacin undergoes N-demethylation to norfloxacin (51) and norfloxacin is much more potent as an inhibitor than pefloxacin (50), the observed in vivo interaction seen for pefloxacin may, in part, be due to norfloxacin. Many other quinolone antibacterial agents have been investigated for their interaction with theophylline, and ciprofloxacin has also been shown to have notable inhibitory effects (52).

There have been a number of investigations into the ability of the SSRIs to inhibit CYP1A2 (53–55). In general these studies agree that fluvoxamine is the most potent CYP1A2 inhibitor in this class, with $K_i \sim 0.2 \mu M$. Other members of the class, such as fluoxetine, paroxetine, and sertraline, have been shown to be at least tenfold less potent, with nefazodone and venlafaxine showing low inhibitory potential against CYP1A2. The potent inhibition of caffeine metabolism by fluvoxamine results in an approximate fivefold decrease in caffeine clearance and sixfold increase in half-life (56).

### D. Substrates

CYP1A2 metabolizes several drug substrates, including phenacetin, tacrine, ropinirole, rituxazole, theophylline, and caffeine. Caffeine, although not used therapeutically, is, given the worldwide consumption of tea, coffee, and other caffeine-containing beverages, of significant interest.

The relative safety of caffeine has lead to its widespread use as an in vivo probe for CYP1A2 activity in man. The primary route of caffeine metabolism is via N-demethylation to paraxanthine, theophylline, and theobromine. The major route of caffeine clearance in man is to paraxanthine (57). The N-3-demethylation of caffeine to paraxanthine has been shown to be mediated by CYP1A2 (58). However, paraxanthine is further metabolized to a number of different products, and as a consequence urinary metabolic ratios are often used to describe an individual CYP1A2 phenotype.

Such approaches have been used successfully to demonstrate the induction of CYP1A2 by smoking (42). In addition, this study showed that oral contraceptives produce a small but significant inhibition of CYP1A2. Urinary metabolic ratios have also been used to show that oral AUC of clozapine was correlated with caffeine N-3-demethylation (59), a finding supported by some recent in vitro data, which has shown that clozapine N-demethylation is mediated by CYP1A2 (60).
VII. CYP2C9

A. Selectivity

CYP2C9 drug substrates include phenytoin, tolbutamide, various nonsteroidal anti-inflammatory drugs (NSAIDs), and (S)-warfarin. In terms of physicochemistry, the majority of the CYP2C9 substrates are acidic or contain areas of hydrogen bonding potential. Therefore, it has been proposed that these groups are important in binding to the active site of CYP2C9. There are a number of substrate template models for CYP2C9, which typically produces template models where the hydrogen bonding groups are positioned at a distance of approximately 8 Å and at an angle of 82° from the site of oxidation (61).

A homology model based on CYP102 has suggested that there may be two serine residues within the active site that are key substrate residues. In addition, there is the suggestion that π–π stacking interactions also occur between some of the substrates and the active site (62).

B. Polymorphism

There are three allelic variants of CYP2C9 that show significantly altered catalytic properties. These variants are termed CYP2C9*1 (wild type), CYP2C9*2 (Arg to Cys at position 144), and CYP2C9*3 (I1e to Leu at position 359). In general, CYP2C9*2 and CYP2C9*3 show reduced rates of metabolism toward substrates, relative to CYP2C9*1 (63,64).

Warfarin perhaps best exemplifies the impact of this reduced rate of metabolism. Warfarin is administered as a racemate, with different P450 enzymes being involved in the metabolism of the different enantiomers. (R)-Warfarin is metabolized by various P450s, including CYP1A2, CYP2C19, and CYP3A4 (65–67). (S)-Warfarin, however, is metabolized predominantly by CYP2C9 (68). Patients who are homozygous for CYP2C9*1 typically receive doses of between 4 and 8 mg of warfarin per day and have plasma (S)-warfarin/(R)-warfarin ratios of 0.5. Patients with the CYP2C9*3 allele are more sensitive to warfarin effects (69), and an individual who was homozygous for CYP2C9*3 could not receive more than 0.5 mg/day and even at this dose had a plasma (S)-warfarin/(R)-warfarin ratio of 4 (70).

C. Inhibition

Sulfaphenazole is perhaps the most potent and selective inhibitor of CYP2C9 (71). The mode of inhibition is via ligation to the heme iron of CYP2C9. Sulfaphenazole is a very commonly used in vitro diagnostic inhibitor for CYP2C9 activity, but it has been used in vivo for this purpose. The azole antifungal fluconazole also inhibits CYP2C9, and a series of studies has demonstrated the relationship between in vitro $K_i$ values and the in vivo effect on warfarin clearance (72–74).
There are several other drug classes that have been shown to be inhibitors of CYP2C9. One example is the HMG-CoA reductase inhibitors, which inhibit CYP2C9 in vitro (75). These compounds are generally lipophilic carboxylic acids and hence might be expected to interact with the CYP2C9-active site. In fact, many of these compounds are relatively weak inhibitors of the enzyme, with the exception of fluvastatin. Racemic fluvastatin was a potent inhibitor of CYP2C9 activity ($K_i < 1 \mu M$), with the (+)-enantiomer being five times more potent than the (−)-enantiomer (75). This inhibition was also observed in vivo when diclofenac and fluvastatin were coadministered. In this case, there was an increase in diclofenac $C_{\text{max}}$, a reduction in oral clearance, and a decrease in the 4'-hydroxydiclofenac/diclofenac urinary ratio (76).

**D. Substrates**

There are a number of CYP2C9 substrates; however, the use of some of these agents is complicated by their narrow therapeutic margin, e.g., warfarin. This makes the enzyme an important target for drug-drug interactions, but also somewhat less straightforward to investigate clinically, at least if a significant interaction was to be pursued to steady state. Other than warfarin, there are a substantial number of studies using phenytoin and tolbutamide.

1. **Phenytoin**

Phenytoin is an anticonvulsant that has been shown to be preferentially hydroxylated in the pro- (S) ring by CYP2C9 (77), which accounts for approximately 80% of its clearance in man (78). The use of phenytoin is complicated by virtue of its nonlinear kinetics, long half-life, and narrow therapeutic margin. However, it has been used to confirm the in vitro finding that phenytoin and tolbutamide are metabolized by the same P450 enzyme (79).

2. **Tolbutamide**

Tolbutamide is metabolized by hydroxylation of the methyl tolyl group in man (80), forming hydroxytolbutamide. Hydroxytolbutamide is further metabolized to carboxytolbutamide (80,81). However, it is the initial hydroxylation that is rate limiting for elimination, accounting for approximately 85% of the clearance in man. This elimination pattern has enabled urinary ratios to be used to assess tolbutamide interactions, which gave a good correlation with total clearance on coadministration with sulfaphenazole (82).

**VIII. CYP2C19**

**A. Selectivity**

Substrates for this enzyme include (R)-mephobarbital, moclobemide, proguanil, diazepam, omeprazole, and imipramine, which do not show obvious structural or
physicochemical similarities. Some inferences can be made when the differences between the CYP2C9 substrate phenytoin and the CYP2C19 substrate (S)-mephenytoin are considered. Phenytoin is para-hydroxylated on the pro-(S) phenyl ring by CYP2C9, and the (S)-enantiomer of mephenytoin is para-hydroxylated by CYP2C19. While (S)-mephenytoin is structurally similar to phenytoin, the N-methyl function in mephenytoin makes donation of a hydrogen bond impossible, which may be why mephenytoin is not a substrate for CYP2C9. CYP2C19 can bind compounds that are weakly basic like diazepam ($pK_a = 3.4$), strongly basic like imipramine ($pK_a = 9.5$), or acidic compounds such as (R)-warfarin ($pK_a = 5.0$). One possibility is that CYP2C19 binds substrates via hydrogen bonds, but in a combination of a hydrogen bond donor and acceptor mechanisms.

B. Polymorphism

The frequency of the CYP2C19 polymorphism shows marked interracial differences, with an occurrence of approximately 3% in Caucasians and between 18 and 23% in Orientals (83). CYP2C19 PMs lack any functional CYP2C19 activity (84). The mechanism of this polymorphism has been ascribed largely to two defects in the CYP2C19 gene: a G681-to-A mutation in exon 5, resulting in an aberrant splice site, which accounts for between 75 and 85% of PMs in Caucasian and Japanese populations, and a G636-to-A mutation in exon 4, which accounts for the remaining PMs in the Japanese population (85). Further alleles, particularly those accounting for Caucasian PMs, e.g., CYP2C19*6, and those requiring the subdivision of previously assigned alleles, e.g., CYP2C19*2a and CYP2C19*2b, have been identified (86,87).

C. Inhibition

There are relatively few clinically relevant inhibitors of CYP2C19, the most significant being the SSRIs. In an in vitro study citalopram appeared to be a weak inhibitor ($K_i > 50 \mu M$), with the remaining compounds all having $K_i$ values of less than 10 $\mu M$ (88). A corresponding study indicated that fluoxetine and fluvoxamine were able to inhibit CYP2C19 in vivo (89), although neither compound is selective, since they have marked effects on CYP2D6 and CYP1A2.

D. Substrates

The metabolic activity of CYP2C19 has most frequently been probed, both in vivo and in vitro, using (S)-mephenytoin hydroxylation or mephenytoin $S/R$ ratios. However, other substrates for this enzyme, including diazepam and imipramine, have been identified that have the potential to be used as probes (90,91). However, the most widely used identified CYP2C19 substrate is omeprazole (92).
1. Mephenytoin

Racemic mephenytoin is stereoselectively metabolized in man, with the (S)-enantiomer being rapidly hydroxylated in the 4'-position by CYP2C19 and the (R)-enantiomer being slowly metabolized. The (S)-mephenytoin phenotype (genotypically conferred or by administration of an inhibitor) is determined following an oral dose by measuring the ratio of (S)-mephenytoin to (R)-mephenytoin in the 0- to 8-hour urine (93).

2. Imipramine

Imipramine is metabolized mainly by N-demethylation and 2-hydroxylation in man. The N-demethylation pathway has been shown, in vitro, to be mediated by CYP2C19 at low imipramine concentrations (91). In vivo the partial clearance of imipramine, via N-demethylation, was shown to be significantly reduced in PMs of (S)-mephenytoin (94). In addition, a much larger study showed that the S/R ratio for mephenytoin correlated with the N-demethylation of imipramine (95).

3. Omeprazole

Omeprazole has been shown, in vitro, to be metabolized to a number of products, one of which, the 5-hydroxy metabolite, appears to be formed at least in part by CYP2C19 (92). These in vitro metabolism studies correlate with in vivo studies that showed that the oral clearance of omeprazole and the formation of the 5-hydroxy metabolite in three ethnic groups were directly related to CYP2C19 phenotype status (96).

IX. CYP2D6

A. Selectivity

The overwhelming majority of CYP2D6 substrates contain a basic nitrogen atom (pK_a > 8), which is ionized at physiological pH. It is the ionic interaction between this protonated nitrogen atom and an aspartic acid residue that governs the binding. All the models of CYP2D6 show essentially the same characteristics, in which there is a 5 to 7 Å distance between this basic nitrogen atom and the site of metabolism. The relative strength of this ionic interaction means that the affinity for substrates can be high and that this P450 enzyme tends to have many examples of low K_m and low K_i interactions. Although most of the substrates for CYP2D6 are basic, there are still marked differences in binding affinity. Once the ionic interaction is formed, any difference in binding affinity could be attributed to other π–π or hydrophobic interactions. In addition, for very potent CYP2D6 inhibitors, such as ajmalicine, there is a hydrogen acceptor site, in addition to the ion pair and hydrophobic/lipophilic interaction, which increases the inhibitory potency.
B. Polymorphism

CYP2D6 was perhaps the first and best characterized of the polymorphic P450 enzymes. The PM phenotype is characterized clinically by a marked deficiency in the metabolism of certain compounds, which can result in drug toxicity or reduced efficacy. The prevalence of the PM phenotype shows marked ethnic differences, with a mean value of approximately 7% in Caucasian populations (97) but 1% or less in Orientals (98). There are many different CYP2D6 alleles identified, including some that result in an ultrarapid metaboliser phenotype (99), and the typically applied genotyping methodologies are 90% predictive of phenotype (100).

C. Inhibition

CYP2D6 is inhibited by very low concentrations of quinidine. Although not metabolized significantly by CYP2D6, quinidine conforms closely to the structural requirements of the enzyme (101), but based on template models, the quinoline nitrogen occupies the position most likely for oxidative attack. Although quinidine is one of the most potent inhibitors of CYP2D6, the most studied class of inhibitory drugs are the SSRIs.

Several studies have been carried out using different substrate probes to determine the inhibitory potency of various members of this class against CYP2D6 (102–105). The potential implications of CYP2D6 (and other P450 enzymes) inhibition by this class of drugs has been exhaustively reviewed (106–116) and is not considered further here.

Not all CYP2D6 inhibitors have a basic nitrogen atom. The HIV-1 protease inhibitor ritonavir has a weakly basic center but a relatively strong interaction with CYP2D6 (117). However, the molecule does have a number of hydrogen bonding groups, which, if there are complementary hydrogen bonding sites in the CYP2D6-active site, may explain the inhibitory potency.

D. Substrates

There is a wide choice of drugs that are substrates for CYP2D6, but sparteine, debrisoquine, desipramine, dextromethorphan, and metoprolol have been used most frequently, both in vitro and in vivo. One advantage for in vivo drug-drug interaction studies is that most of the substrates were identified in the clinic rather than by the use of a battery of in vitro methods.

1. Debrisoquine

It was the identification of a group of subjects unable to metabolize debrisoquine (118,119), resulting in a potentially life-threatening drop in blood pressure, which lead to the identification of the CYP2D6 polymorphism (120). Debrisoquine is metabolized specifically by CYP2D6 (121) to produce 4-hydroxydebrisoquine.
Following an oral dose, the metabolite is excreted in the urine along with unchanged drug, and it is this ratio that can determine the CYP2D6 phenotype or the extent of drug interaction. With compromised CYP2D6, debrisoquine is excreted largely unchanged, resulting in a high ratio.

2. Dextromethorphan

Dextromethorphan is well tolerated, with few clinically relevant side effects, and it is a readily accessible drug in a large number of countries, making it ideal for drug-drug interaction studies. The major route of metabolism, O-demethylation to dextrorphan, has been shown, both in vitro and in vivo, to be mediated by CYP2D6 (122). Dextromethorphan metabolic ratios have been used primarily to identify CYP2D6 PMs, where a metabolic ratio of greater than 0.3 would be indicative of the PM phenotype (123).

3. Metoprolol

Metoprolol is a β-blocker that has been proposed as a pharmacokinetic alternative to debrisoquine in countries where it is difficult to use debrisoquine. Metoprolol is metabolized to desmethyldemoprolol and α-hydroxymetoprolol by CYP2D6 (124). The α-hydroxymetoprolol metabolite has been shown to be bimodally distributed and to correlate with the debrisoquine oxidation phenotype (125). Again, metoprolol has been used primarily to distinguish between CYP2D6 EMs and PMs. However, in African populations, the metoprolol metabolic ratio failed to predict the PMs of debrisoquine (126). These studies would suggest that in some ethnic groups metoprolol may not be a suitable probe.

X. CYP3A4

A. Selectivity

CYP3A4 appears to metabolize lipophilic drugs in positions largely dictated by the ease of hydrogen abstraction in the case of carbon hydroxylation, or electron abstraction in the case of N-dealkylation reactions. There are many drugs that are predominantly eliminated by CYP3A4 and many others where CYP3A4 is a secondary mechanism. The binding of substrates to CYP3A4 seems to be due essentially to lipophilic forces. Generally such binding, if based solely on hydrophilic interactions, is relatively weak and without specific interactions, which allows motion of the substrate in the active site. Thus, a single substrate may be able to adopt more than one orientation in the active site, and there can be several products of the reaction. Moreover, there is considerable evidence for allosteric behavior, due possibly to the simultaneous binding of two or more substrate molecules to the CYP3A4 active site (127–131). Such binding can lead to atypical enzyme kinetics and inconsistent drug-drug interactions and is almost diagnostic of CYP3A4 involvement, although other P450 enzymes may, more
rarely, be able to exhibit such properties (130,131). Alternatively, the CYP3A4-active site may undergo substrate-dependent conformational changes (132–134), or there may be an alteration in the pool of active enzyme (135). Whatever the case, it is not surprising that there is no useful template model for CYP3A4 substrates.

Protein homology models for CYP3A4 have been produced using the soluble bacterial enzymes CYP101 and CYP102. These models suggest the active site pocket to be large and open and made up predominantly of hydrophobic and some neutral residues, together with a small number of polar side chains. The large number of aromatic side residues allows for the possibility of $\pi-\pi$ interactions with aromatic substrates. In addition, the presence of polar residues suggests the possibility of hydrogen bonds between substrates and the active site.

B. Induction

CYP3A4 activity can vary considerably between individuals. CYP3A4 can be modulated by dietary factors and hormones as well as pharmaceutical agents, and significant genetic polymorphisms have been identified in the 5' regulatory region (136), which may contribute to this variability. In addition to the upstream response elements, a human orphan nuclear receptor, termed the pregnane X receptor (PXR), has been shown to be involved in the inductive mechanism (137).

It is interesting that most of the pharmaceutical inducers of CYP3A4, in man, either accumulate significantly on multiple dosing, are given at doses of hundreds of milligrams, or both, e.g., phenobarbital, felbamate, rifampin, phenytoin, carbamezepine, and troglitazone. Therefore the total body burden or liver levels are likely to be high, suggesting that no marketed drugs are highly potent ligands for PXR. Since there are high-throughput screens (138) and a drive in the pharmaceutical industry for highly potent and selective compounds, if these deliver lower therapeutic doses for new drugs then new clinically relevant CYP3A4 inducers may become rare.

Meanwhile, the currently marketed CYP3A4 inducers can profoundly affect the pharmacokinetics of coadministered CYP3A4 substrates, e.g., rifampin on midazolam (139) or triazolam (140). Clearly, the most frequent outcome is a loss of efficacy, which is perhaps less serious than inhibition interactions, although the consequences of coadministering rifampin with the oral contraceptive pill can lead to contraceptive failure (141–143).

C. Inhibition

Ketoconazole is a potent, somewhat selective inhibitor of CYP3A4 and is often used in vitro and in vivo as a diagnostic inhibitor. The drug is basic, partially ionized at physiological pH, and highly lipophilic, and it is also a substrate for the enzyme, being metabolized in the imidazole ring, the site of its ligation to the heme (144). This high-energy interaction results in a high potency of enzyme inhibition, with $K_i$ values typically substantially less than 1 $\mu$M. Not surprisingly,
oral ketoconazole is contraindicated with many CYP3A4 substrates and can cause life-threatening drug-drug interactions (38). Other azole antifungals (e.g., itraconazole) also have CYP3A4 inhibitory effects through similar mechanisms, and the drug-drug interactions of these molecules have been extensively reviewed (145,146).

Mechanism-based inhibitors or suicide substrates seem to be particularly prevalent with CYP3A4. Such compounds are substrates for the enzyme, but metabolism is believed to form products that deactivate the enzyme. Several macrolide antibiotics, generally involving a tertiary amine function, are able to inhibit CYP3A4 in this manner (147,148). Erythromycin is one of the most widely used examples of this type of interaction, although there are other commonly prescribed agents that inactivate CYP3A4 (149–151), and a consideration of this phenomenon partially explains a number of interactions that are not readily explained by the conventional in vitro data (152).

Because of the large number of drug molecules metabolized by CYP3A4, potent inhibition, by whatever mechanism, can have a detrimental effect on a compound’s marketability. This effect is exemplified by mibefradil, which was withdrawn from the market during its first year of sales because of its extensive CYP3A4 drug interactions (153–156).

D. Substrates

There is an enormous choice of CYP3A4 substrates with a wide variety of clinical indications and structural features. Some of these substrates are not ideal targets for investigations of drug-drug interactions, because of potential safety concerns upon inhibition, e.g., terfenadine, or efficacy issues upon induction, e.g., the oral contraceptive pill. Additionally, there are increasing concerns about the predictivity of one substrate to another because of the emerging understanding of the apparent allosteric behavior of CYP3A4. However, the major structural types of CYP3A4 substrates can perhaps be covered by large molecular weight molecules derived from natural products, e.g., the macrolides, the benzodiazepines, and the dihydropyridine calcium channel blockers.

1. Erythromycin

Although the rate of elimination of this CYP3A substrate can be determined from plasma pharmacokinetics, the erythromycin breath test (ERMBT) is less invasive (157). The ERMBT involves the intravenous administration of a trace amount of $^{14}$C-N-methyl erythromycin. At specified time points, the subject breathes through a one-way valve, into a CO$_2$-trapping solution, and the $^{14}$C-CO$_2$ is subsequently measured by liquid scintillation counting. This test shows fairly good correlations with trough cyclosporin concentrations (158) and clearly demonstrates the inductive effect of rifampin (157). However, there was a poor correlation between the ERMBT and the clearance of the CYP3A4 substrate
alfentanil (159,160). The test is still somewhat invasive (intravenous administration) and does not assess presystemic effects; a further limitation is the need to administer radioactivity.

2. Midazolam

A dose of midazolam in man is eliminated renally (98%), with 1-hydroxymidazolam (the product of CYP3A metabolism) accounting for half of the urinary elimination (161). Midazolam clearance provides a good estimate of CYP3A activity, which has been found to correlate with the concentration of CYP3A immunoreactive protein in liver biopsies (162), cyclosporin clearance (163), and the ERMBT (161). Midazolam clearance has been increased in patients receiving phenytoin (164) and reduced in patients receiving erythromycin (165) or itraconazole (166), showing wide utility for drug-drug interaction studies. This suitability of midazolam has led to its being the most widely used CYP3A in vivo probe, and the large literature precedence enables it to be the benchmark interaction for assessing CYP3A inhibitors. It is suggested that inhibitors be classified as weak (<2-fold), moderate (2- to 5-fold), or potent (>5-fold) inhibitors on the basis of the change in midazolam oral AUC.

3. Nifedipine

Nifedipine was one of the first CYP3A4 substrates to be identified (167,168) and has been the subject of a large number of drug-drug interaction studies both in vitro and in vivo. Pharmacokinetic studies with nifedipine clearly identify inhibitors, such as itraconazole (169) and grapefruit juice (170), and inducers, such as the barbiturates (171) and rifampin (172).

XI. OTHER CYP ENZYMES

Several other P450 enzymes are involved in the metabolism of pharmaceuticals, although they are still regarded as minor enzymes.

CYP2B6 is proposed as a major contributor to bupropion clearance (173–175), efavirenz (176), and cyclophosphamide (177) metabolism and has been implicated in the partial metabolism of many other drugs. For example, CYP2B6 contributes to the 4-hydroxylation of propofol (178); however, other P450 enzymes can contribute (178,179), and the major pathway of propofol elimination is glucuronidation. It is unlikely that the fraction of propofol AUC defined by CYP2B6 activity would be greater than 0.2 and as a consequence would be the cause of a significant drug-drug interaction. Even bupropion, which is probably the best clinically described CYP2B6 probe, has limited drug-drug interactions. Ticlopidine is a submicromolar inhibitor of CYP2B6 (180,181) and does cause a measurable drug interaction in vivo (182); however, the scale of interaction in terms of bupropion AUC was small and relatively insignificant to those observed with some CYP3A4 substrate inhibitor pairs. Clearly, other
metabolic pathways or mechanisms of clearance are also contributing to bupropion clearance in vivo. This pattern of in vitro identified substrates with limited in vivo consequences that can be ascribed to the enzyme is typical of reported CYP2B6 substrates. The same is true of many inhibitors, which if potent generally lack specificity for CYP2B6 (183) and limit their use as in vitro or in vivo tools for P450 drug-drug interactions.

Perhaps a better case for a previously neglected P450 enzyme being classified as a significant contributor to drug-drug interactions is CYP2C8. This enzyme has a growing list of structurally diverse substrates, including some major therapeutic agents such as the glitazones, repaglinide, paclitaxel, and cerivastatin, certainly enough to build substrate pharmacophores (184). Furthermore, the reported clinical drug-drug interactions result in more than a twofold increase in AUC, e.g., gemfibrozil on rosiglitazone (185), pioglitazone (186,187), and repaglinide (188). The interaction of gemfibrozil with cerivastatin (189) led to the withdrawal of this statin from the market. It has been clearly shown that both gemfibrozil and its glucuronide metabolite inhibit CYP2C8 (190); however, gemfibrozil has also been shown to inhibit the hepatic uptake transporter OATP1B1 as well as other transporters (191), perhaps more potently than CYP2C8. The largest CYP2C8 implicated drug-drug interactions (gemfibrozil on repaglinide and cerivastatin), probably involve a large contribution from the transporter-mediated effect, with the CYP2C8 element being somewhat more modest. The potential CYP2C8 drug-drug interaction liability may be better reflected by the two- to threefold effect of gemfibrozil on pioglitazone and rosiglitazone (186–188) or the less than twofold effects of trimethoprim on repaglinide (192) or rosiglitazone (193).

XII. CONCLUSIONS

There is clear evidence of the extensive involvement of the P450 enzyme system in the elimination of pharmaceutical agents and an enormous body of information demonstrating the modulation of activity, via inhibition or induction, with polypharmacy. This fully justifies the intensive research in this area and the pharmaceutical industry’s focus on such drug-drug interactions. This focus is reinforced in this volume, in which P450 is either the major or the most significant subject of over half the chapters, and inhibition and induction, in vitro and in vivo, are further exemplified and discussed.
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I. INTRODUCTION

The uridine diphosphate (UDP)-glycosyltransferases (EC2.4.21.17) are a group of enzymes that catalyze the transfer of sugars (glucuronic acid, glucose, and xylose) to a variety of acceptor molecules (aglycones). The sugars may be attached at aromatic and aliphatic alcohols, carboxylic acids, thiols, primary, secondary, tertiary, and aromatic amino groups, and acidic carbon atoms. In vivo, the most common reaction occurs by transfer of glucuronic acid moiety from UDP glucuronic acid (UDPGA) to an acceptor molecule. This process is termed either glucuronidation or glucuronosylation. When the enzymes catalyze this reaction, they are also referred to as UDP-glucuronosyltransferases (UGTs). The structure and function of the enzymes have been the subject of several reviews (1–4). This chapter reviews the role of these enzymes in drug-drug interactions that occur in humans.

Glucuronidation is an important step in the elimination of many important endogenous substances from the body, including bilirubin, bile acids, steroid hormones, thyroid hormones, retinoic acids, and biogenic amines such as serotonin. Many of these compounds are also substrates for sulfonyltransferases (SULTs) (2).
The interplay between glucuronidation and sulfonation (sulfation) of steroid and thyroid hormones and the corresponding hydrolytic enzymes, β-glucuronidase and sulfatase, may play an important role in development and regulation. The UGTs are expressed in many tissues, including liver, kidney, intestine, colon, adrenals, spleen, lung, skin, testes, ovaries, olfactory glands, and brain. Interactions between drugs at the enzymatic level are most likely to occur during the absorption phase in the intestine and liver or systemically in the liver, kidney, or intestine.

Given the broad array of substrates and the variety of molecular diversity, it is not surprising that there are multiple UGTs. The UGTs have been divided into two families (UGT1 and UGT2) on the basis of their sequence homology. All members of a family have at least 50% sequence identity to one another (3). The UGT1A family is encoded by a gene complex located on chromosome 2. The large UGT1A gene complex contains 13 variable region exons that are spliced onto four constant region exons that encode for amino acids on the C-terminus of the enzyme. Consequently, all enzymes in the UGT1 family have an identical C-terminus (encoding for the UDPGA binding site), but the N-terminus is highly variable, with a sequence homology of only 24–49% (3). The UGT1A enzymes are generally named in order of their proximity to the four constant region exons, i.e., UGT1A1 through UGT1A13. The arrangement (Fig. 1) appears to be conserved across all mammalian species studied to date. In humans, all of the gene products are functions except for pseudogenes UGT1A2, UGT1A11, UGT1A12, and UGT1A13. Pseudogenes encoding for inactive proteins vary from species to species. For example, UGT1A6 is a pseudogene in cats (6), whereas UGT1A3 and UGT1A4 are pseudogenes in rats and mice. The UGT1A gene complex is located on human chromosome 2 at 2q.37. Nomenclature for these enzymes in other species can be found on the UGT Web site at http://som.flinders.edu.au/FUSA/ClinPharm/UGT/.

The UGT2A subfamily represents olfactory UGTs and will not be discussed further in this review. Human UGT2A was originally cloned by Burchell and co-workers (7). The UGT2B subfamily is encoded in a series of complete UGT genes located at 4q12 on chromosome 4. Like the UGT1A enzymes, the C-terminus is highly conserved among all members of the UGT2B genes, with greater variation in the N-terminal half of the protein. Several human UGT2B enzymes have been cloned, expressed, and characterized for a variety of substrates. The nomenclature for
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the UGT2B genes has been assigned on the basis of the order of their discovery and submission to the nomenclature committee similar to that for CYP2 and CYP3 family enzymes. The human UGT2B enzymes are UGT2B4, UGT2B7, UGT2B10, UGT2B11, UGT2B15, UGT2B17, and UGT2B43.

Inhibitory interactions involving glucuronidation have been described in a number of clinical and in vitro studies and have been recently reviewed (8). Apparent decreases in the amount of glucuronide excreted in urine or bile or apparent increases in the AUC (decreased clearance) have been demonstrated in clinical studies. These apparent effects on glucuronidation could occur via several different mechanisms as follows:

1. Direct inhibition of the enzyme by competition with substrate or with UDPGA
2. Induction of the individual UGT enzymes resulting in increased clearance
3. Depletion of the UDPGA cofactor
4. Inhibition of the transport of UDPGA into the endoplasmic reticulum (ER)
5. Inhibition of the renal excretion of the glucuronide, with subsequent reconversion to the parent aglycone by β-glucuronidases (futile cycling)
6. Alteration of ER transport, sinusoidal membrane transport, or bile canalicular membrane transport of the glucuronides
7. Inhibition of the intestinal microflora, resulting in interruption of enterohepatic recycling and increased fecal excretion of the glucuronide metabolite.

Major interactions involving individual UGT enzymes will be discussed in detail along with a brief discussion of the function of each enzyme. A table of substrates, inducers, and inhibitors for the UGT enzymes is provided in the appendix to this chapter.

II. UGT1A1

UGT1A1 is an important enzyme that is primarily responsible for the glucuronidation of bilirubin in the liver. Cloned, expressed UGT1A1 is a glycosyltransferase that is also capable of catalyzing the formation of bilirubin xylosides and glycosides in the presence of UDP-xylose and UDP-glucose, respectively (9). In vivo, glucuronidation predominates, but bilirubin xylosides and glycosides have been identified in human bile. Polymorphisms in the UGT1A1 gene have been extensively studied because of a rare inborn error of bilirubin metabolism resulting in Crigler-Najjar syndrome. Type I Crigler-Najjar patients typically require liver transplantation, whereas Type II patients can be treated with UGT1A1 inducers such as phenobarbital. Gilbert syndrome is an asymptomatic unconjugated hyperbilirubinemia that is most often caused by a genetic polymorphism in the promoter region of the UGT1A1 gene in Caucasians and Africans. Decreased expression of UGT1A1 in Gilbert’s patients is a result of the
presence of a (TA)$_7$TAA allele (\textit{UGT1A1*28}) in place of the more prevalent (TA)$_6$TAA allele (10,11). Persons who are homozygous for the (TA)$_7$TAA express approximately 70\% less UGT1A1 enzyme in the liver. A second mutation at -3279 C$>$T in a phenobarbital response enhancer module (PBREM) also is linked with Gilbert syndrome and is often in linkage disequilibrium with UGT1A1*28 in Caucasians and Japanese (12–14). Larger screening studies have demonstrated that this regulatory defect occurs in approximately 2–19\% of various populations (11). In Asian patients, other mutations in the \textit{UGT1A1} gene besides the (TA)$_7$TAA genotype contribute significantly to hyperbilirubinemia, including \textit{UGT1A1*6} (211 G$>$A, G71R) (15,16). Drugs that are substrates for or inhibit UGT1A1 may cause a further increase of unconjugated bilirubin concentrations, especially in patients with Gilbert syndrome. For example, the HIV protease inhibitors atazanavir and indinavir are known to increase bilirubin levels (17). Lankisch et al. recently found that atazanavir treatment increased median bilirubin concentrations from 10 to 41 \(\mu\text{M} (p = 0.001)\) (18). Bilirubin levels exceeding 43 \(\mu\text{M}\) were observed in 37\% of the 106 patients. Hyperbilirubinemia >43 \(\mu\text{M}\) was significantly associated with three non-1A1 mutations UGT1A3-66C, UGT1A7-57G, and \textit{UGT1A7*2} along with \textit{UGT1A1*28}, although these variants are not typically in linkage disequilibrium in other populations. Six patients expressing all four mutations had bilirubin levels >87 \(\mu\text{M}\), a level that may require discontinuation or dosage adjustment. UGT1A3 is a weak catalyst of bilirubin glucuronidation, whereas UGT1A7 would not be expected to contribute given its extrahepatic tissue distribution.

Older studies in persons with mild hyperbilirubinemia (meeting the criteria for Gilbert syndrome, but not genetically determined) demonstrated a decreased clearance rate for drugs that are glucuronidated. Clearance of acetaminophen (APAP; also catalyzed by other UGT enzymes, especially UGT1A5) was decreased by 30\% in six subjects with Gilbert syndrome (19). In contrast, a small study by Ullrich et al. demonstrated no difference in the APAP-glucuronide/acetaminophen ratio in urine of 11 persons with Gilbert syndrome (20). A more recent study in genotyped patients also found no difference in the glucuronide/acetaminophen urinary ratio (21). Racemic (S/R) lorazepam clearance (catalyzed by UGT2B7 and UGT2B15) was 30–40\% lower in persons with Gilbert syndrome (22). A modest decrease (32\%) in lamotrigine oral clearance was observed in persons with Gilbert’s syndrome (23). However, lamotrigine is glucuronidated by cloned, expressed UGT1A3 and UGT1A4, but not by UGT1A1 (24,25). In general, these studies were conducted in a small number of Gilbert syndrome subjects. A distinct heterogeneity may be present in persons exhibiting mild hyperbilirubinemia that could include patients with Crigler-Najjar Type II syndrome who have mutations in the \textit{UGT1A1}-coding region, persons who are homozygous for \textit{UGT1A1*28}, or in patients with a higher than normal breakdown of heme.

The role of \textit{UGT1A1*28} polymorphism and irinotecan toxicity has been extensively investigated in Japan by Ando et al. (26) and in the United States by
Innocenti et al. (27). Irinotecan is a prodrug that is rapidly converted by esterases to active phenolic compound, SN-38. SN-38 glucuronidation is catalyzed primarily by UGT1A1 in studies with cloned, expressed enzymes. Iyer et al. compared the liver microsomal glucuronidation rate of SN-38 and bilirubin in 44 patients genotyped for the (TA)$_7$TAA allele (UGT1A1*28) and found a high correlation ($r = 0.9$) (28). Patients with the UGT1A1*28 allele who take irinotecan have a significantly higher risk for neutropenia, and the FDA has recently recommended that patients should be genotyped prior to use of irinotecan.

Evidence for drug-drug or herb-drug interactions involving UGT1A1 and irinotecan are limited (29). Case reports have suggested that inducers (e.g., phenytoin, carbamazepine, or rifampin) acting via the constitutive androstane receptor (CAR) or pregnenolone-16$\alpha$-nitrile-X-receptor (pregnane-X-receptor; PXR) reduce exposure to SN-38; however, this could be due to enhanced CYP3A4-mediated metabolism of irinotecan to 7-ethyl-10-[4-N-[(5-aminopentanoic acid)-1-piperidino]-carbonyloxy-camptothecin (APC) (30) or by glucuronidation (31,32). Similar findings by Mathijssen et al. have implicated induction of SN-38 metabolism by St. John’s wort (contains hyperforin, a potent PXR ligand) (33); however, evidence of increased glucuronidation in humans is lacking even though UGT1A1 is inducible by both PXR and CAR activation. Milk thistle (silibinin) had no effect on SN-38 or SN-38 glucuronide levels (34). Silibinin is metabolized by UGT1A1, but bioavailability is low and circulating levels are probably not high enough to affect glucuronidation. Gefitinib enhances irinotecan (SN-38) bioavailability in mice apparently via inhibition of the ABCG2 transporter (BCRP) (35). In a small study of etoposide and irinotecan, Ohtsu reported that all three patients receiving the combination had grade 3 or 4 toxicities (one neutropenia, one hepatotoxicity, and one hyperbilirubinemia) (36). Etoposide was recently shown to be a UGT1A1 substrate (37,38), so this combination should be avoided. In a single patient case report, an interaction between lopinavir/ritonavir and irinotecan was reported resulting in increased SN-38 AUC, most likely because of inhibition of CYP3A4 to APC (29,39). No reports of interactions between atazanavir or indinavir (known inhibitors of UGT1A1) and irinotecan have surfaced.

III. UGT1A3 AND UGT1A4

UGT1A3 and UGT1A4 appear to be important enzymes involved in the catalysis of many tertiary amine or aromatic heterocycles to form quaternary ammonium glucuronides (24,25). UGT1A3, UGT1A4, and UGT1A5 share a high nucleic acid sequence homology of 93–94% in the first variable-region exon and probably have arisen by gene duplication. The first exon of this group of enzymes appears to have diverged considerably from UGT1A1 (58% homology to 1A4), UGT1A5, and UGT1A7-10. UGT1A4 is expressed in human liver, intestine, and colon, although the level of expression of UGT1A4 mRNA is lower than that of UGT1A1 mRNA. UGT1A3 is expressed in liver, biliary
epithelium, colon, and gastric tissue. UGT1A4 has low activity for bilirubin compared with UGT1A1 and has sometimes been designated as a minor bilirubin form. Although the N-glucuronidation of UGT1A3 and UGT1A4 for a variety of tertiary amines such as imipramine, cyproheptadine, amitriptyline, tripeleinamine, and diphenhydramine overlaps ($K_m = 0.2–2 \text{ mM}$), some differences have been observed. UGT1A3 catalyzes the glucuronidation of buprenorphine, norbuprenorphine (low $K_m$ values), morphine (3-position only), and naloxone. Only UGT1A1 is capable of forming carboxyl-linked glucuronides of bile acids and nonsteroidal anti-inflammatory drugs (NSAIDs) (25). Fulvestrant appears to be a highly selective substrate for this enzyme (40). In contrast, N-glucuronidation of trifluoperazine and tamoxifen are selectively catalyzed by UGT1A4 and the steroidal sapogenins, hecogenin, and tigogenin are low $K_m$ substrates (7–20 μM) for 1A4, but not 1A3. UGT1A4 has good activity for progestins, especially 5α-pregnane-3α,20α-diol and androgens such as 5α-androstane-3α,17β-diol.

Assuming that UGT1A3 and UGT1A4 are primarily responsible for the glucuronidation of tertiary amine antihistamines and antidepressants, significant drug interactions involving glucuronidation with these substrates have not been reported. This is not unexpected because <25% of the dose is excreted as a direct quaternary ammonium glucuronide in urine. The formation of quaternary ammonium glucuronides appears to be highly species specific, with the highest activity in humans and monkeys. Rats and mice are generally incapable of forming quaternary ammonium glucuronides (UGT1A3 and UGT1A4 are pseudogenes in these rodents). Lamotrigine, a novel triazine anticonvulsant, is extensively glucuronidated at the 2-position of the triazine ring in humans (>80% of the dose is excreted in human urine) (41). It is not significantly glucuronidated in rats or dogs, but 60% of the dose is excreted in guinea pig urine as the 2-N-glucuronide (42). Several significant interactions have been reported for lamotrigine in humans. Lamotrigine glucuronidation is induced in patients taking phenobarbital, phenytoin, or carbamazepine (CAR inducers), resulting in a twofold decrease in apparent half-life from 25 hours to approximately 12 hours (43). In contrast, valproic acid inhibits lamotrigine glucuronidation resulting in a two- to threefold increase in half-life (44). Valproic acid is a weak substrate for UGT1A4 and UGT1A3 (U Argikar, PhD thesis, University of Minnesota, 2006), but has higher affinity for UGT2B7. Lamotrigine had a small, but significant effect (25% increase) on the apparent oral clearance of valproic acid (44). This increase could be due to induction of the UGTs responsible for valproic acid glucuronidation, since chronic treatment with lamotrigine results in autoinduction. The interaction between APAP and lamotrigine has also been studied. Surprisingly, APAP decreased the lamotrigine AUC by approximately 20% after multiple oral doses in human volunteers. Lamotrigine clearance was 32% lower in seven patients with Gilbert syndrome compared with persons with normal bilirubin levels, but it does not appear to be a substrate for UGT1A1 (23).

Polymorphisms have been identified in both UGT1A3 and UGT1A4. Iwai et al. identified four nonsynonymous single-nucleotide polymorphisms (SNPs) in
the UGT1A3 sequence of a Japanese population \((n = 100)\) at Q6R, W11R, R45W, and V47A (45). Five allele combinations with frequencies of 0.055 to 0.13 were identified. The intrinsic clearances of estrone glucuronidation for the cloned, expressed variants were determined and the only significant difference was in the W11R-V47A variant \((UGT1A3^*2)\) that showed an increase of 369\% due to a fivefold lower \(K_m\) value (allele frequency = 0.125). In contrast, Ehmer et al. reported that the W11R and V47A variants were much more common in German Caucasians (allele frequency = 0.65 and 0.58, respectively) (46). Chen et al. extended this work and examined activities of the variants with several other flavonoid substrates, including quercetin, luteolin, and kaempferol, and also found increased activity (47). They found that the R45W variant had 3.5 to 4.7 times higher intrinsic clearance toward the flavonoids, whereas for estrone, activity was reduced to 70\% of control (47). Regioselectivity in the glucuronidation of quercetin was also altered between variants. Two common variants in the UGT1A4 gene have also been identified, but the effect on activity appears to vary depending on the substrate. Ehmer et al. found two major variants at P24T and L48V (allele frequencies of 0.07–0.1 in Caucasians). The L48V mutant completely lost dihydrotestosterone glucuronidation activity (46), but was more efficient for 4-(methylamino)-1-(3-pyridyl)-1-butanol (NNAL) (48) and clozapine compared with wild-type UGT1A4 (49). Catalytic efficiencies for substrates such as trans-androsterone, imipramine, cyproheptadine, and tigogenin also changed (49).

Regulation of UGT1A4 and UGT1A3 has been recently investigated in a transgenic human UGT1A knock-in mouse model (50). UGT1A3 bile acid glucuronidation was highly upregulated by peroxisome proliferator activated receptor (PPAR)-\(\alpha\) agonists (51). UGT1A4 activity and mRNA expression was inducible by PXR and CAR agonists. Consequently, induction interactions are likely to occur and have been demonstrated in humans as demonstrated by lamotrigine interactions with inducing anticonvulsants.

IV. UGT1A6

UGT1A6 is the most important enzyme for the conjugation of planar phenols and amines. It displays high activity for a variety of aromatic alcohols, including 1-naphthol, 4-nitrophenol, 4-methylumbelliferone, and APAP. However, these planar phenols are substrates for several other UGT enzymes. Immunoinhibition studies with an antibody raised against the 120 amino acid N-terminal region UGT1A6 peptide fused to Staphylococcus aureus protein A revealed that approximately 50\% of the 1-naphthol glucuronidation activity in human liver microsomes (HLMs) could be inhibited (52). Cats are highly susceptible to APAP liver toxicity because UGT1A6 is a pseudogene in this species (6). Serotonin appears to be a highly selective endogenous substrate for this enzyme (53). The first exon sequence of UGT1A6 is divergent from other UGT1A sequences, being most similar to UGT1A9 with only a 54\% homology. In rats,
UGT1A6 is inducible by polycyclic aromatic hydrocarbons (PAH). UGT1A6 was also induced in human hepatocytes by β-naphthoflavone and in some, but not all, hepatocyte preparations by rifampin. APAP glucuronidation appears to be increased in smokers, perhaps due to PAH-mediated induction of UGT1A6. Serotonin glucuronidation was doubled in microsomes from persons with moderate-to-heavy alcohol use (54).

Krishnaswamy discovered several variants in the UGT1A6 gene (55). The UGT1A6*2 variant (S7A/T181A/R184S) showed a twofold higher activity (lower $K_m$) for several substrates (serotonin 4-nitrophenol, APAP, valproic acid) when cloned and expressed in HEK-293 cells compared with wild-type enzyme; however, the $K_m$ was higher than wild type in (*2/*2) HLMs (54). Allele frequencies in Caucasians for the S7A, T181A, and R184S variants were 0.32 to 0.37. In Japanese, the frequency of these mutations is somewhat lower (0.22) (56). Response elements for HNF1-α, Nrf-2, AhR, PXR/CAR have been identified in the regulatory region of this gene (55). In a small study of 15 β-thalassemia/hemoglobin E patients, those subjects with a UGT1A6*2 variant without UGT1A1*28 showed a significant, lower AUC of APAP, APAP-glucuronide, and APAP-sulfate than those of the patients with wild-type UGT1A1 and UGT1A6 (58).

Interactions involving APAP and its glucuronidation are listed in Table 1. Approximately 50% of a typical dose of APAP is glucuronidated (59). UGT1A1, UGT1A6, and UGT1A9 are the principal UGTs involved in glucuronidation.

### Table 1  Interactions Affecting APAP Glucuronidation

<table>
<thead>
<tr>
<th>Precipitant drug</th>
<th>Object drug</th>
<th>Effect</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propranolol</td>
<td>APAP</td>
<td>Fractional clearance to the glucuronide reduced by 27%. Overall CL decreased by 14%</td>
<td></td>
<td>57</td>
</tr>
<tr>
<td>Oral contraceptives</td>
<td>APAP</td>
<td>Oral metabolic clearance increased 22–61% due to increased glucuronidation</td>
<td></td>
<td>143</td>
</tr>
<tr>
<td>Phenytoin</td>
<td>APAP</td>
<td>CL increased by 46%, half-life decreased by 28% glucuronide/APAP ratio in urine increased by 41%</td>
<td></td>
<td>144,145</td>
</tr>
<tr>
<td>Probenecid</td>
<td>APAP</td>
<td>Renal elimination of glucuronide decreased from 260 to 84 mg/day</td>
<td></td>
<td>146</td>
</tr>
<tr>
<td>Rifampin</td>
<td>APAP</td>
<td>Glucuronide/APAP ratio increased by 37%</td>
<td></td>
<td>144,147</td>
</tr>
</tbody>
</table>
UGT1A6 is a high-affinity ($K_m = 2.2$ mM), low-capacity enzyme. UGT1A1 has intermediate affinity (9 mM) with high capacity, and UGT1A9 is a low-affinity, high-capacity enzyme (21 mM) (59). With a kinetic model, Court et al. estimated that at typical therapeutic concentrations (0.05–5 mM), UGT1A9 was the most important enzyme (>55% of total activity). Consequently, the mechanism of induction by oral contraceptives, phenytoin, and rifampin is unclear and may involve multiple enzymes.

V. UGT1A7, UGT1A8, UGT1A9, AND UGT1A10

There is a 93–94% sequence homology in the first exon of UGT1A7 to UGT1A10; however, these enzymes show great variation in the level of tissue expression. This group of UGT1A enzymes is highly divergent from UGT1A3 to UGT1A5 with approximately 50% identity in the first exon compared with UGT1A9. UGT1A9 is expressed in human hepatic and kidney tissues, whereas UGT1A7, UGT1A8, and UGT1A10 are expressed extrahepatically. Liver expression appears to be controlled by the presence of an HNF4-a response element at –372 to –360, that is present only in UGT1A9 and a distal response element to HNF-1 (60,61). UGT1A8 and UGT1A10 are intestinal forms (and UGT1A7 is expressed in esophagus and gastric epithelium). In both rat and rabbit, UGT1A7 is expressed in liver. The rabbit (legomorph) enzyme (UGT1A7l) displays high activity for a variety of small phenolic compounds such as 4-methylumbelliferone, p-nitrophenol, vanillin, 4-tert-butylphenol, and octylgallate. In addition, the rabbit enzyme is capable of catalyzing the N-glucuronidation of imipramine to a quaternary ammonium glucuronide, similar to UGT1A4 (62). Rat UGT1A7 catalyzes the glucuronidation of benzo(a)pyrene phenols and is inducible by both 3-methylcholanthrene (3-MC) and oltipraz. Ciotti demonstrated that human UGT1A7 has very high activity for the glucuronidation of 7-ethyl-10-hydroxycamptothecin (SN-38), the active metabolite of irinotecan, and therefore may play a role in the gastrointestinal first-pass metabolism of this drug along with UGT1A8 and UGT1A10 (63).

UGT1A8 mRNA is expressed in human jejunum, ileum, and colon, but not in the liver or kidney. Intestinal expression of both UGT1A8 and UGT1A10 appears to be due to caudal-related homeodomain protein (Cdx) consensus site in the respective promoters (64). UGT1A8 catalyzes the glucuronidation of a variety of planar and bulky phenols, coumarins, flavonoids, anthroquinones, and primary aromatic amines (65). It also catalyzes the glucuronidation of several endogenous compounds, including dihydrotestosterone, 2-OH and 4-OH-estrone, estradiol, hypocholic acid, trans-retinoic acid, and 4-OH-retinoic acid. Several drugs are also substrates, including opioids (e.g., buprenorphine, morphine, naloxone, and naltrexone), ciprofibrate, diflunisal, furosemide, mycophenolic acid (MPA), phenolphthalein, propofol, raloxifene, 4-OH-tamoxifen, and tolcapone (65). Cloned, expressed UGT1A8 has high intrinsic clearance for the conjugation of flavonoids such as apigenin and narigenin; thus, drug-food
interactions are possible, particularly if the drugs display extensive first-pass metabolism in the intestine (65).

UGT1A9 is expressed in human liver, kidney, and colon. UGT1A9 is expressed in greater amounts in kidney than in liver and is the most prevalent UGT in renal tissue. UGT1A9 is largely responsible for the glucuronidation of a variety of bulky phenols, e.g., tert-butylphenol and the anaesthetic agent, propofol (2,6-diisopropylphenol, commonly used as a marker substrate). Propofol is a selective substrate for UGT1A8 and UGT1A9, but extrahepatic metabolism of propofol appears to be important because propofol glucuronide is formed in substantial amounts in patients during the anhepatic phase of liver transplantation (66,67). Propofol clearance is greater than liver blood flow, also suggesting that extrahepatic metabolism is important for this compound. It is glucuronidated in vitro by human kidney and small intestinal microsomes. The $V_{\text{max}}$ was 3 to 3.5 times higher in human kidney microsomes compared with liver or small intestine microsomes on a milligram per microsomal protein basis. A number of pharmacodynamic interactions have been reported between propofol and benzodiazepines or opioids such as fentanyl and alfentanil (68–70). Pharmacokinetic interaction studies in humans with fentanyl or alfentanil revealed a modest decrease in propofol clearance (20–50%).

UGT1A9 also catalyzes the glucuronidation of clofibric acid S-oxazepam, propranolol, raloxifene, valproic acid, cis-4-OH-tamoxifen, and several NSAIDs. These acidic drugs appear to be glucuronidated at a much faster rate by cloned, expressed UGT1A9 than by UGT2B7 on a milligram protein basis (assuming equivalent levels of expression). Formation of the phenolic ether glucuronide of MPA is catalyzed by UGT1A8 and UGT1A9, whereas the acyl glucuronide formation of MPA (a minor metabolite in HLMs) is attributable to UGT2B7. The 7-O-glucuronide is the predominant conjugate formed in vivo and is the major excretory metabolite of mycophenolate (90% of the dose in human urine). Tacrolimus and cyclosporine (agents commonly used with mycophenolate in transplant patients) have been shown to inhibit mycophenolate glucuronidation in vitro (71) and were later shown to be substrates for intestinal UGT2B7 (72). In renal transplant patients, cyclosporine increased MPA AUC by 1.8-fold, and sirolimus increased the AUC by 1.5-fold (73). Several investigators suggested that the effect of cyclosporine was due to inhibition of biliary excretion of the glucuronide metabolites by inhibition of organic anion transporters such as MRP2 (73–75). Relatively few clinical drug interactions with NSAIDs have been reported, although probenecid may inhibit glucuronidation directly and cause modest increases in NSAIDs concentrations (see sec. IX on probenecid).

UGT1A9 is an inducible enzyme. In a case study report, rifampin decreased MPA AUC by greater than twofold and increased the AUC of both the phenolic and acyl glucuronides (76), suggesting that there is a PXR response element in the human UGT1A9 gene. Klaassen et al. had previously shown that mouse Ugt1a9 is upregulated by PXR agonists (77). In rat, phenobarbital is a good general inducer of the glucuronidation of bulky phenols catalyzed by
**UDP-Glucuronosyltransferases**

### Table 2  Polymorphisms in the UGT1A8 gene

<table>
<thead>
<tr>
<th>Allele</th>
<th>Sequence change</th>
<th>Amino acid substitution</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGT1A8*1</td>
<td></td>
<td></td>
<td>0.551</td>
</tr>
<tr>
<td>UGT1A8*1a</td>
<td>765A&gt;G</td>
<td>T255T</td>
<td>0.282</td>
</tr>
<tr>
<td>UGT1A8*2</td>
<td>518C&gt;G</td>
<td>A173G</td>
<td>0.145</td>
</tr>
<tr>
<td>UGT1A8*3</td>
<td>830G&gt;A</td>
<td>C277Y</td>
<td>0.022</td>
</tr>
</tbody>
</table>

### Table 3  Polymorphisms in the UGT1A9 gene

<table>
<thead>
<tr>
<th>Allele</th>
<th>Sequence change</th>
<th>Amino acid substitution</th>
<th>Frequency (n = 288) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGT1A9*1</td>
<td>8G&gt;A</td>
<td>C3Y</td>
<td>97.8 (Caucasians)</td>
</tr>
<tr>
<td>UGT1A9*2</td>
<td>98T&gt;C</td>
<td>M33T</td>
<td>2.5 (Africans)</td>
</tr>
<tr>
<td>UGT1A9*3</td>
<td>726T&gt;G</td>
<td>(Truncated protein)</td>
<td>2.2–3.6 (Caucasians)</td>
</tr>
<tr>
<td>UGT1A9*5</td>
<td>766G&gt;A</td>
<td>D256N</td>
<td>1.7 (Asians)</td>
</tr>
</tbody>
</table>

UGT1A9. UGT1A9 along with UGT1A6 were inducible by 10 μM tetra-chlorodibenzo-dioxin (TCDD) in Caco-2 cells, a human-derived colon carcinoma cell line (78).

Four genotypes of UGT1A8 have been identified but one mutation is silent (T<sup>255</sup> A>G, UGT1A8*1a), while the other mutations lead to base pair changes: A<sup>173</sup>C<sup>277</sup> (UGT1A8*1), G<sup>173</sup>C<sup>277</sup> (UGT1A8*2), and A<sup>173</sup>Y<sup>277</sup> (UGT1A8*3) (80). Allele frequencies are: *1 = 0.551, *1a = 0.282, *2 = 0.145, *3 = 0.022 (Table 2). UGT1A8*1 and 1A8*2 appear to exhibit similar activities toward a variety of substrates (e.g., estrone, 4-methylumbelliferone, 17α-ethinylestradiol, hydroxybenzo(a)pyrene (all positions), benzo(a)pyrene cis- and trans-diols, and hydroxyacetylaminofluorenes). However, little activity toward any substrate was noted with the *3 variant (79). Thibaudeau et al. also found substantially lower activity with 4-OH-estradiol (2- to 3-fold lower intrinsic clearance) and 4-OH-estrone (8- to 13-fold lower intrinsic clearance) in vitro with this variant enzyme (80).

Several polymorphisms in the UGT1A9 gene have been identified (see http://galien.pha.ulaval.ca/alleles/UGT1A/UGT1A9.htm). Coding region mutants and relative frequencies are shown in Table 3. Allele frequencies for the coding region mutations are relatively uncommon (<5%). Functionally, expressed UGT1A9.3 had a drastically reduced intrinsic clearance for SN-38 glucuronidation (Table 4) (81).
A small sequencing study of Japanese cancer patients ($n = 61$) was carried out to examine the role of potential UGT1A9 polymorphisms on irinotecan metabolism. Jinno et al. reported that one patient carried a genetic variant 766 G$>$A, resulting in a nonsynonymous mutation of D256N (82). This variant protein was expressed in COS cells and was characterized with regard to SN-38 glucuronidation. Expression of the protein was slightly lower in COS-1 cells relative to wild type. Kinetic characterization showed large differences in SN-38 glucuronidation.

In vitro studies have indicated that two regulatory region mutations at $–275$ T$>$A and $–2152$ C$>$T may result in increased expression of UGT1A9 (81). The role of these mutations has been studied in addition to a more rare (<5% allele frequency) coding region mutation, UGT1A9*3, (T98C) on MPA kinetics in kidney transplant patients. The two regulatory region mutations are more common appearing in >15% of Caucasians and may result in increased protein expression. In a population of 95 kidney transplant recipients, (83) 16/95 carried only the $–275$ T$>$A mutation, 12/95 had only the $–2152$ C$>$T mutation, and 11/95 carried both mutations, although Innocenti et al. reported far lower frequencies, 0.0.4 and 0.03, respectively, in 132 Caucasians (84). The kinetics of MPA were not significantly altered at a 1-g dose, but in a smaller number of patients at the 2-g dose, the CL/$F$ (apparent oral clearance) was increased (decreased AUC) suggesting that these regulatory region mutations increased enzyme or mRNA expression. In three heterozygote patients with a UGT1A9*3 allele, MPA AUC increased in accordance with the low activity observed in vitro (83). Innocenti reported a linkage disequilibrium between the two regulatory mutations of UGT1A9 and the $–53$ (TA)$_7$ mutation of UGT1A1 (84). Glucuronidation of 4-OH-catechol estrogens was not affected in the UGT1A9.2 enzyme, but the Thr33Met mutation resulted in a 9- to 12-fold decrease in intrinsic clearance for 4-OH-estrone glucuronidation and a four- to sixfold decrease in intrinsic clearance in 4-OH-estradiol glucuronidation due to a dramatic decrease in $V_{\text{max}}$ (81).

Like UGT1A1, there is also a common TATA box polymorphism in the UGT1A9 gene. The UGT1A9*22 mutation contains a AT(10)AT $[–118(T)_{9>10}]$ repeat instead of the more common AT$_9$AT repeat (85). Allele frequencies were 60% in Japanese ($n = 87$), 39% in Caucasians ($n = 50$), and 44% in African Americans ($n = 50$). Innocenti found similar frequencies [53% in Asians ($n = 200$) and 39% in Caucasians ($n = 254$)] (84). When transfected into HepG2 cells,

### Table 4  Kinetic Constants for SN-38 Glucuronidation of Wild-type UGT1A9 Vs. 256N Variant

<table>
<thead>
<tr>
<th>UGT1A9 variant</th>
<th>$K_m$ (µM)</th>
<th>$V_{\text{max}}$ (pmol/min/mg protein)</th>
<th>Normalized $V_{\text{max}}/K_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild-type 256D</td>
<td>19.3</td>
<td>2.94</td>
<td>153</td>
</tr>
<tr>
<td>256N variant</td>
<td>44.4</td>
<td>0.24</td>
<td>7.1</td>
</tr>
</tbody>
</table>

$^aV_{\text{max}}$ and $V_{\text{max}}/K_m$ ratios normalized for expression differences.
the expression level of UGT1A9.22 by Western blotting was 2.6-fold higher. Further studies will be needed to determine if this is true in vivo.

VI. UGT1A10

UGT1A10 is expressed in intestine and kidney and is closely related to UGT1A7 to UGT1A9. Mojarrabi and Mackenzie cloned the cDNA from human colon, and it was 90% homologous to UGT1A9 (86). It is an important enzyme in the extrahepatic metabolism of estrogens (estrone and estradiol) as well as the catechol estrogens with much higher activity than other UGT1 enzymes (87). The binding motif of F90-M91-V92-F93 in UGT1A10 is essential for enzyme activity toward estrogens. When transfected into COS-7 cells, the enzyme was very active in the conjugation of MPA, the major active metabolite of the prodrug, mycophenolate mofetil, an immunosuppressant agent used for the treatment of allograft rejection and bone marrow transplants. In vitro, the enzyme was shown to catalyze conjugation at both the phenolic hydroxyl at the 7-position and the carboxylic acid moiety to form an acyl glucuronide. Zucker et al. studied the interaction between tacrolimus and MPA in vitro and demonstrated that MPA glucuronidation was 100-fold higher in human kidney microsomes compared with HLMs (71). With a partially purified preparation of the kidney UGT, tacrolimus was found to be a potent inhibitor of MPA glucuronidation ($K_i = 27.3$ ng/mL compared with 2158 ng/mL for cyclosporin A). Both UGT1A9 and UGT1A10 are expressed in human kidney. Tacrolimus would also be expected to affect first-pass metabolism of MPA in the intestine and liver, resulting in an increased $C_{max}$ and AUC. Intestinal first-pass metabolism may be more attributable to UGT1A8 than UGT1A10 because Cheng et al. reported that the formation of MPA-glucuronide was 1900 pmol/min/mg protein for UGT1A8 versus 93 pmol/min/mg protein for UGT1A10 (88). UGT1A10 appears to be less active than UGT1A8 for flavonoids such as alizarin and scopoletin, but further studies will be needed to determine the relative expression levels of the enzymes in the gut. UGT1A10 has not been as extensively examined for other metabolic activities, but it may be an important enzyme in the extrahepatic metabolism of other drugs such as propofol and dobutamine. Compared with UGT1A9, a surprising opposite stereoselectivity for propranolol enantiomers was observed. UGT1A9 prefers $S$-propranolol as a substrate, whereas UGT1A10 prefers $R$-propranolol with relatively equal affinity between the two enzymes. Consequently, HLMs glucuronidate $S$-propranolol selectively, and human intestinal microsomes selectively glucuronidate the $R$ isomer (89). Raloxifene 4-O-glucuronidation is the predominant metabolite formed by both UGT1A10 and human intestinal microsomes (90). In contrast, the 6-O-glucuronide of raloxifene was the major metabolite formed in Caco-2 cell lysate and no UGT1A10 mRNA was found in Caco-2 cells. These data suggest that the Caco-2 cell system may not be the optimal model to predict small intestinal glucuronidation. The very low bioavailability of raloxifene in humans (2%) is therefore
attributable to UGT1A10 as well as UGT1A9 in the liver (90). Structure-activity relationships for the regioselectivity of UGT1A10 for bioflavonoids were recently studied by Lewinsky et al. (91). Thirty-four out of 42 bioflavonoids tested were UGT1A10 substrates and the 6- and 7-OH groups on the A ring were the preferred sites for glucuronidation. Thus, food-drug interactions may be problematic with substrates of this enzyme.

Variants in UGT1A10 gene have been recently identified. Lazarus et al. have shown that the Glu139Lys mutant (UGT1A10*2) had significantly lower activity for p-nitrophenol and phenols of PAH (92). The allele frequency of this variant is rare in Caucasians (0.01%) and more prevalent but also rare in African-Americans (0.05%). Two other coding region SNPs (T202I and M59I) with a frequency of 2.1% were identified in a Japanese population (93). The \( V_{\text{max}} \) values for the M59I variant were about half of wild type for 17\( \beta \)-estradiol glucuronidation with a similar \( K_m \) value (93,94).

VII. UGT2B7

UGT2B7 is an important enzyme involved in the glucuronidation of several drug substrates, including NSAIDs, morphine, 3-OH-benzodiazepines, and zidovudine (ZDV). UGT2B7 has 82% sequence homology to UGT2B4, but has <50% homology to the UGT1A family enzymes. UGT2B4 has limited activity for drug substrates such as 3-O-glucuronidation of morphine and ZDV-5\'O-glucuronidation, but is the primary catalyst for hyodeoxycholic acid glucuronidation. Ritter et al. initially cloned and expressed UGT2B7(H), a protein with a His at amino acid 268 (95). This enzyme had activity toward several steroidal substrates, including estriol and androsterone, with low activity for the bile acid and hyodeoxycholic acid. Jin et al. cloned and expressed a polymorphic variant from the same cDNA library, UGT2B7(Y), with a His268Tyr substitution. UGT2B7(Y) was expressed in COS-7 cells and was more extensively characterized for activity against a variety of drug substrates (96). The enzyme catalyzed the conjugation of several NSAIDs (naproxen, ketoprofen, ibuprofen, fenoprofen, zomipirac, diflunisal, and indomethacin) and 3-OH-benzodiazepines (temazepam, lorazepam, and oxazepam). Tephly et al. demonstrated that UGT2B7 catalyzed both the 3-O- and 6-O-glucuronidation of morphine, 6-O-glucuronidation of codeine, and the conjugation of several other opioids (97). This group also compared the activities of UGT2B7(Y) and UGT2B7(H) that were stably expressed in HEK293 cells. Both isoforms displayed similar activity for a range of compounds. Endogenous substrates for UGT2B7(H) include 4-OH estrone, hyodeoxycholic acid, estriol, androsterone, and epitestosterone. Testosterone is a poor substrate. Other xenobiotic substrates for UGT2B7 are listed below:

**Phenols and aliphatic alcohols:** abacavir, APAP, almokalant, carvedilol, chloramphenicol, epirubicin, 1'-OH-estragole, 5-OH-rofecoxib, lorazepam, menthol, 4-methylumbelliferone, 1-naphthol (low), 4-nitrophenol, octylgallate, R-oxazepam, propranolol, temazepam, ZDV
Carboxylic acid–containing drugs: a variety of NSAIDs, chloramphenicol, ciprofibrate, clofibrac acid, dimethylxanthenone-4-acetic acid (DMXAA), MPA (acyl glucuronide), pitavastatin, simvastatin acid, tiaprofenic acid, and valproic acid

Other drugs: almokalant, carvedilol, carbamazepine (N-glucuronidation), clonixin, cyclosporin A, eprurubicin, ezetimibe, Maxipost, tacrolimus

On the basis of the substrate activity for a variety of important drugs, one might expect that several interactions could result from competition for UGT2B7. Morphine glucuronidation has been well studied; however, relatively few clinical drug-drug interaction with morphine have been reported. In HLMs, the 3-O-glucuronidation of morphine is biphasic with a high $K_m$ of 2 to 7 µM and a low $K_m$ of 700 to 1600 µM. UGT2B7 is the only human UGT expressed in liver that has been shown to glucuronidate morphine to its pharmacologically active metabolite, morphine-6-glucuronide. Morphine-6-glucuronide is much more potent in binding to the µ receptor in the CNS than morphine (30- to 50-fold more potent). However, morphine-6-glucuronide has poor ability to cross the blood-brain barrier, with a permeability coefficient in rats that 1/57 that of morphine. Morphine-6-glucuronide has potency similar to the analgesic effects of morphine when administered to rats on a mg/kg basis. Since rats are unable to make morphine-6-glucuronide, this reflects a balance of poor permeability and higher CNS potency. In humans, both morphine-3-glucuronide (lacking analgesic activity) and morphine-6-glucuronide are present in higher concentrations in plasma than morphine at steady state. Competitive inhibition with other UGT2B7 substrate may not result in a significant effect on analgesic efficiency of morphine, since morphine levels would rise while morphine-6-glucuronide levels would fall. Morphine glucuronidation is inhibited by various benzodiazepines in vitro in rats, and oxazepam (20 mg/kg PO) was shown to lower the morphine-3-glucuronide/morphine ratio in urine. In vitro, the 6-O-glucuronidation of codeine in HLMs is inhibited by morphine, amitriptyline, diazepam, probenecid, and chloramphenicol with $K_i$ values of 3.5, 0.13, 0.18, 1.7, and 0.27 mM, respectively.

Benzodiazepines containing a hydroxyl group at the 3-position, such as lorazepam, oxazepam, and temazepam, are glucuronidated by UGT2B7. (S)-oxazepam is a better substrate for glucuronidation in HLMs than the R isomer with a $V_{max}/K_m$ ratio of 1.125 mL/(min·mg) protein versus 0.25 mL/(min·mg) protein. Inhibition studies with racemic ketoprofen in HLMs demonstrated competitive inhibition for (S)-oxazepam, with weaker inhibition of (R)-oxazepam glucuronidation. The data did not fit to a simple hyperbolic fit expected of a competitive inhibitor of single enzyme. (S)-oxazepam glucuronidation was inhibited (in order of potency) by hydooxycholic acid, estriol, (S)-naproxen, ketoprofen, ibuprofen, fenoprofen, and clofibric acid. Since these initial findings, Court et al. demonstrated that UGT2B15 is the primary catalyst for (S)-oxazepam glucuronidation (98). Drug interaction studies with lorazepam and clofibric acid in humans have been reported and are summarized in Table 5.
Table 5 Interactions Involving UGT2B7 Substrates

<table>
<thead>
<tr>
<th>Precipitant drug</th>
<th>Object drug</th>
<th>Effect</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valproate</td>
<td>Lorazepam</td>
<td>↑</td>
<td>20% increase in lorazepam AUC, 31% decrease in formation CL of lorazepam glucuronide; 40% decrease in lorazepam CL</td>
<td>148, 149</td>
</tr>
<tr>
<td>Probenecid</td>
<td>Lorazepam</td>
<td>↑</td>
<td>Lorazepam CL decreased twofold, half-life increased from 14 to 33 hr</td>
<td>146</td>
</tr>
<tr>
<td>Neomycin + Cholestyramine</td>
<td>Lorazepam</td>
<td>↓</td>
<td>Half-life decreased 19–26%, 34% increase in free oral CL/F, effect attributed to decreased enterohepatic circulation</td>
<td>150</td>
</tr>
<tr>
<td>Probenecid</td>
<td>Clofibric acid</td>
<td>↑</td>
<td>Nonrenal CL decreased by 72%, free clofibric acid C&lt;sub&gt;ss&lt;/sub&gt; increased 3.6-fold</td>
<td>113</td>
</tr>
<tr>
<td>Probenecid</td>
<td>Diflunisal</td>
<td>↑</td>
<td>Formation CL of phenol glucuronide and acyl glucuronide decreased 45% and 54%, respectively</td>
<td>114</td>
</tr>
<tr>
<td>Probenecid</td>
<td>Zomepirac</td>
<td>↑</td>
<td>Zomepirac CL declined by 64%, zomepirac glucuronide CL formation decreased by 71%, urinary excretion of zomepirac glucuronide decreased from 72% to 58%</td>
<td>121</td>
</tr>
<tr>
<td>Oral contraceptives</td>
<td>Naproxen</td>
<td>↑</td>
<td>Decreased naproxen CL</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>Clofibric acid</td>
<td>↓</td>
<td>Clofibric acid CL increased 48% in women receiving oral contraceptives</td>
<td>156</td>
</tr>
</tbody>
</table>

Abbreviations: CL, clearance. C<sub>ss</sub>, concentration at steady-state. AUC, area-under the concentration-time curve.
A number of clinical drug-drug interactions with ZDV, another selective UGT2B7 substrate, have also been reported and are discussed in section X. Kiang et al. have recently reviewed the literature concerning drug-drug interactions for several UGT2B7 substrates and readers are referred to this extensive review as an additional source of information (8).

A highly prevalent polymorphism has been observed in UGT2B7. The variant of UGT2B7 with a tyrosine at position 268 instead of a histidine (UGT2B7.2) appears to affect the activity of the enzyme toward some substrates, but not all, and is highly prevalent in Caucasians and Asians. Polymorphisms for three UGT2B enzymes UGT2B4 (D458E), UGT2B7 (H268Y), and UGT2B15 (D85Y) have been identified and are shown in Table 6.

Miners et al. reported an ethnic difference in the His268Tyr (802 C>T) variant (99). In 91 Caucasians, the allele frequency for UGT2B7*2 (802 C>T) was 0.482 versus 0.268 for 84 Japanese subjects. Patel et al. reported a potential polymorphism in the ratio of (R)- and (S)-oxazepam glucuronides in urine (100). While (R)-oxazepam is a substrate for UGT2B7, the turnover is very low and there was no difference between the UGT2B7 variants in terms of stereoselectivity (99). More recent data indicates that (S)-oxazepam is a UGT2B17 substrate.

The Tyr268 variant, UGT2B7(Y), glucuronidates menthol and androst-osterone, compounds not glucuronidated by UGT2B7(H), (UGT2B7.1), UGT2B7(Y), and UGT2B7(H) have similar activities toward opioid and catechol estrogen substrates, except for normorphine, buprenorphine, and norbuprenorphine (101). The location of this amino acid change is near the junction of the variable and constant regions (99). Court et al. found no difference in enzyme kinetics for ZDV, morphine, or codeine between UGT2B7.1 and UGT2B7.2 (Table 7) (102). However, UGT2B7.1 had an 11-fold higher intrinsic clearance (Vmax/Km) for aldosterone glucuronidation compared with UGT2B7.2 (157).

Holthe et al. screened 239 Norwegian cancer patient for sequence variation in the coding and regulatory region of UGT2B7 (103). The impact of genetic

---

**Table 6** Allele Frequency of UGT2B Variants in Caucasians and Asians

<table>
<thead>
<tr>
<th>UGT2B variant</th>
<th>Frequency in Caucasians (n = 202)</th>
<th>Frequency in Asians (n = 32)</th>
<th>Percent homozygous for variant protein</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGT2B4 (D458)</td>
<td>0.75</td>
<td>1.00</td>
<td>Caucasian = 8.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asian = 0</td>
</tr>
<tr>
<td>UGT2B7 (H268)</td>
<td>0.46</td>
<td>0.73</td>
<td>Caucasian = 29.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asians = 9.4</td>
</tr>
<tr>
<td>UGTB15 (D85)</td>
<td>0.45</td>
<td>0.64</td>
<td>Caucasian = 32.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asians = 18.7</td>
</tr>
</tbody>
</table>

Source: From Ref. 111.
variant of morphine glucuronidation was studied in 175 patients receiving oral morphine. They found 12 SNPs (only one of which was in the coding region—H268Y). There was no functional polymorphism observed for seven common genotypes and the three main haplotypes with regard to the morphine-6-glucuronide/morphine ratio. The authors concluded that factors other than UGT2B7 polymorphisms are responsible for the variability in morphine glucuronidation (104). A similar study on the effect of polymorphisms on morphine kinetics was done in the United States by Sawyer et al. (105). They found that the 802 C>T variant (UGT2B7*2) was in complete linkage disequilibrium with a –161 C>T mutation in the regulatory region of UGT2B7. In this study, morphine-6-glucuronide and morphine-3-glucuronide concentrations were significantly lower in C/C patients (105).

**VIII. UGT2B15 AND UGTB17**

UGT2B15 and UGT2B17 (96% homologous) were initially identified by screening for UGT androgen glucuronidation activity in prostate cells by Belanger et al. (106). UGT2B17 cDNA was first cloned in 1996, and mRNA was also detected in liver and kidney (107). UGT2B15 specifically catalyzes the conjugation at the 17-OH position of 5α-androgens (dihydrotestosterone, androstan-3α-17β-diol), but can also catalyze the glucuronidation of hydroxy-androgens with high to moderate $K_m$ values. Also, 2- and 4-OH catechol estrogens are substrates, but with low efficiency. UGT2B17 glucuronidates at both the 3- and the 17-OH positions of androgens as well as (S)-oxazepam (98).

UGT2B15 and UGT2B17 are major UGTs in human prostate. UGT2B15 is expressed in adipose tissue, and clearance of racemic oxazepam is faster in obese patients (108) and in women compared to lean men. UGT2B17 is also expressed in liver, kidney, skin, brain, mammary gland ovaries, and uterus. The UGT2B gene cluster is located on chromosome 4q13. Androgens, epidermal growth factor, and interleukin-1 downregulate UGT2B15 and UGT2B17 expression in LnCAP cells (prostate cancer cell line) (109).
A polymorphism has been observed in UGT2B15 (Table 8). The common allele, \textit{UGT2B15*2} results in approximately 50\% lower activity in genotyped microsomes with the substrate \textit{S}-oxazepam (see Table 9), but shows increased activity with androgens (110). In contrast, the rare variant, \textit{UGT2B15*6}, may result in a more active or efficient enzyme. No significant difference in velocity was observed in the \textit{UGT2B15*4} variant enzyme (see Table 9) (110). The \textit{UGT2B15*2} variant (D85Y) is more prevalent in Asians than in Caucasians (111).

Court et al. also identified a gender difference in human liver microsomal samples. Median rates of glucuronidation were 65 pmol/min/mg protein in male samples (25–75\% range of 49–112, \(n = 38\)) versus 39 in females (25–75\% range of 30–72, \(n = 16\)), \(p = 0.042\) (110).

Wilson et al. have determined that in some DNA samples, no UGT2B17 DNA could be identified. Further investigation found that a 170 kb stretch of

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|}
\hline
\textbf{UGT2B7 variant} & \textbf{\textit{S}-oxazepam mean velocity (pmol/min/mg protein)} \\
\hline
\textit{UGT2B15.1} (85D/D) & 131 \\
\textit{UGT2B15.2} (85Y/Y) & 49 \\
\textit{UGT2B15.1} (352T/T) & 64 \\
\textit{UGT2B15.1/6} (352T/I) & 135 and 210 \\
\textit{UGT2B15.4} (523 K/K) & 77 \\
\textit{UGT2B15.1} (523 T/T) & 65 \\
\hline
\end{tabular}
\caption{Kinetics of \textit{S}-oxazepam in UGT2B15 Variants}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|l|c|}
\hline
\textbf{UGT2B15 variant} & \textbf{Frequency in Caucasians} \\
\hline
\textit{UGT2B15*2} (D85Y) & 0.55 \\
\textit{UGT2B15*3} (L86S) & – \\
\textit{UGT2B15*4} (K523T) & 0.35 \\
\textit{UGT2B15*5} (D85Y/K523T) & – \\
\textit{UGT2B15*6} (T352I) & 0.02 \\
\hline
\end{tabular}
\caption{Frequency of UGT2B15 Variants in Caucasians and Asians}
\end{table}
DNA encompassing the entire UGT2B17 locus was deleted in some individuals (UGT2B17*2) (112).

IX. INTERACTIONS WITH PROBENECID

Probencid is a uricosuric agent that is used in the treatment of gout. Probencid inhibits the active tubular secretion of a number of organic anions, including uric acid and glucuronides of several different drugs. Detailed studies of clinical interactions between probenecid and several drugs, including clofibric acid, ZDV, and NSAIDs, have demonstrated that the rate of excretion of glucuronides into the urine is decreased, which coincides with the known effects of probenecid upon organic anion transport. Clinical interactions between probenecid and clofibric acid (113), diflunisal, (114), ketoprofen (115), indomethacin (116), carprofen (117,118), isofezolac (119), naproxen (120), zomepirac (121), and ZDV (122) have been described. In addition to the expected effect of a decreased rate of glucuronide excretion, these studies have also revealed that the clearance of the parent aglycone is also decreased. In several cases, it has been demonstrated that probenecid affects both the nonrenal and renal clearance of the parent aglycones, suggesting that there are multiple mechanisms for the probenecid effect. The apparent decrease in clearance of the parent drugs has been attributed to three basic mechanisms: (1) inhibition of the renal clearance of the parent drug, (2) direct inhibition of the UGT enzyme responsible for the glucuronidation of the parent drugs, and (3) inhibition of the active secretion of the glucuronide and subsequent hydrolysis of the glucuronide back to the aglycone, resulting in reversible metabolism. Several interactions between NSAIDs and probenecid have been reported (referenced above). Inhibition of direct renal excretion may occur but probably does not significantly contribute, since the urinary excretion of unchanged NSAIDs is negligible (115). Consequently, alternate mechanisms have been proposed. Probencid has been shown to inhibit the formation clearance of zomepirac glucuronide by 78% in humans, suggesting a direct effect on the UGT enzyme responsible for glucuronidation. Similarly, both the phenolic and acyl glucuronide formation clearance of diflunisal was reduced by approximately 50% (114). Glucuronidation of NSAIDs is catalyzed by several UGT enzymes, including UGT1A9 and UGT2B7, although UGT1A9 may be the most important enzyme for these drugs. An alternate mechanism involving hydrolysis of the glucuronide back to the parent aglycone has also been proposed. The reversible metabolism (futile cycle) hypothesis has been well studied with clofibric acid in a uranyl nitrate–induced renal failure model in rabbits (123).

The interaction between ZDV and probenecid has been extensively studied in vitro and in several species. The interaction is complex. Probencid inhibits the renal tubular secretion of both ZDV and ZDV glucuronide. Probencid also directly affects the glucuronidation step, thus decreasing the nonrenal clearance of ZDV. For example, the nonrenal clearance of ZDV was significantly
decreased from 10.5 ± 2.1 mL/min/kg to 7.8 ± 3.3 mL/min/kg by probenecid in a rabbit model. Probenecid has been demonstrated to be a direct inhibitor of the glucuronidation of ZDV in HLMs. In freshly isolated rat hepatocytes, probenecid decreased ZDV glucuronide by 10-fold. Probenecid also appears to inhibit the efflux of ZDV from the brain, presumably at the choroid plexus.

X. INTERACTIONS WITH ZIDOVUDINE

Zidovudine (3-azido-deoxythymidine, AZT or ZDV) is an important nucleoside used in the treatment of AIDS. It was the first drug approved for the treatment of AIDS, and as such there is a number of in vitro and in vivo drug interaction studies conducted with this compound. Zidovudine (ZDV) is eliminated in humans primarily by glucuronidation; approximately 75% of the dose is excreted as the glucuronide, with the rest excreted unchanged in urine. A small portion of the drug is reduced to 3'-amino-3'-deoxythymidine, a reaction catalyzed by CYP3A4. The enzyme responsible for ZDV glucuronidation is UGT2B7 with a small contribution of UGT2B4 (102,124). HLMs from Crigler-Najar Type I patients and Gunn rat liver microsomes did not show diminished ZDV glucuronidation rates, suggesting that the enzyme responsible was not a member of the UGT1A family of enzymes. In rats, ZDV glucuronidation was inducible by phenobarbital, but not by 3-MC or clofibrate and the activity was inhibited by morphine. The enzyme responsible for ZDV glucuronidation in human is UGT2B7 with a small contribution of UGT2B4 and the activity was inhibited by morphine and probenecid in human liver microsomes (158).

Several in vitro drug interaction studies have been conducted in HLMs. In HLMs, the $K_m$ for ZDV glucuronidation is approximately 2 to 3 mM, a concentration well above the typical therapeutic concentration of 0.5 to 2 μM (159). Turnover of the substrate is also quite slow, which belies the relatively high clearance observed in vivo. On the basis of the determination of $K_i$ in N-octyl-β-D-glucoside solubilized HLMs and comparison to therapeutic concentrations in plasma, Resetar et al. predicted potential interactions of more than 10% with probenecid, chloramphenicol, and (±)-naproxen out of 17 drugs tested (159). Rajaonarison et al. examined the inhibitory potential of 55 different drugs on ZDV glucuronidation (125). By comparison of the relevant therapeutic concentrations, interactions were predicted for cefoperazone, penicillin G, amoxicillin, piperacillin, chloramphenicol, vancomycin, miconazole, rifampicin, phenobarbital, carbamezepine, phentoin, valproic acid, quinidine, phenylbutazone, ketoprofen, probenecid, and propofol. Interactions with β-lactam antibiotics and vancomycin are not likely to be significant because these compounds do not penetrate into cells well and are excreted primarily by direct renal elimination, except for cefoperazone. A similar study was conducted by Sim et al. (126). Indomethacin, naproxen, chloramphenicol, probenecid, and ethinylestradiol decreased the glucuronidation of ZDV (2.5 mM) by over 90% at supratherapeutic concentrations of 10 mM.
Other compounds producing some inhibition of ZDV conjugation were oxazepam, salicylic acid, and acetylsalicyclic acid. More recently, Trapnell et al. examined the inhibition of ZDV at a more relevant concentration of 20 μM in bovine serum albumin (BSA)-activated microsomes by atovaquone, methadone, fluconazole, and valproic acid at therapeutically relevant concentrations (127). Both fluconazole and valproic acid inhibited ZDV glucuronidation by more than 50% at therapeutic concentrations. Clinical interaction studies have been conducted with methadone, fluconazole, naproxen, probenecid, rifampicin, and valproic acid (see Table 10).

### Table 10  Clinical Interactions Affecting ZDV Glucuronidation

<table>
<thead>
<tr>
<th>Precipitant drug</th>
<th>Object drug</th>
<th>Effect</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atovaquone</td>
<td>ZDV</td>
<td>↑</td>
<td>ZDV CL/F decreased by 25%, AUC&lt;sub&gt;rm&lt;/sub&gt;/AUC&lt;sub&gt;p&lt;/sub&gt; ratio declined from 4.48 ± 1.94 to 3.12 ±1.1 with atovaquone</td>
<td>151</td>
</tr>
<tr>
<td>Fluconazole (400 mg)</td>
<td>ZDV</td>
<td>↑</td>
<td>Decreased CL/F by 46%, decreased ZDV-G CL&lt;sub&gt;f&lt;/sub&gt; by 48%, A&lt;sub&gt;e(m)/A_e&lt;/sub&gt; decreased by 34%</td>
<td>152</td>
</tr>
<tr>
<td>Methadone</td>
<td>ZDV</td>
<td>↑</td>
<td>Oral AUC increased by 41%, IV AUC by 19%, Chronic methadone decreased CL by 26%, ZDV-G CL&lt;sub&gt;f&lt;/sub&gt; decreased by 17%</td>
<td>153</td>
</tr>
<tr>
<td>ZDV</td>
<td>Methadone</td>
<td>N. S.</td>
<td>No significant change in methadone levels</td>
<td>153</td>
</tr>
<tr>
<td>Naproxen</td>
<td>ZDV</td>
<td>N. S.</td>
<td>No alteration in ZDV pharmacokinetics, ZDV-G AUC significantly decreased by 21%</td>
<td>154</td>
</tr>
<tr>
<td>Probenecid</td>
<td>ZDV</td>
<td>↑</td>
<td>ZDV AUC significantly increased more than twofold</td>
<td>122</td>
</tr>
<tr>
<td>Rifampicin</td>
<td>ZDV</td>
<td>↓</td>
<td>Decreased AUC of ZDV by 2- to 4-fold (n = 4), AUC ratio of ZDV-G/ZDV increased in three patients, ratio returned to baseline in one patient discontinuing rifampin</td>
<td>139</td>
</tr>
<tr>
<td>Valproate</td>
<td>ZDV</td>
<td>↑</td>
<td>ZDV AUC increased twofold, A&lt;sub&gt;e(m)/A_e&lt;/sub&gt; in urine decreased by &gt;50%</td>
<td>155</td>
</tr>
</tbody>
</table>

*Abbreviations:* ZDV, zidovudine; AUC, area under concentration-time curve; CL, clearance; CL<sub>f</sub>, formation clearance; AUC<sub>rm</sub>, AUC of the metabolite; AUC<sub>p</sub>, AUC of parent; A<sub>e</sub>, amount excreted unchanged in urine; A<sub>e(m)</sub>, amount of metabolite excreted in urine; ZDV-G, zidovudine glucuronide.
XI. IN VITRO APPROACHES TO PREDICTION OF DRUG-DRUG INTERACTIONS

UGTs are membrane-bound enzymes located intracellularly in the endoplasmic reticulum (ER). Unlike cytochrome P450, the active site is located in the lumen of the ER, and there is good evidence for the existence of an ER transporter for UDPGA, the polar, charged cofactor that is produced in the cytosol. Similarly, the polar glucuronides that are formed in the lumen may require specific transporters for drug efflux from the ER. Microsomes maintain this membrane integrity, and thus both UDPGA and substrate access may be limited in incubations. Consequently, a variety of techniques have been used to “active enzyme” or to “remove enzyme latency” in vitro. The previously cited in vitro studies with ZDV can be used to illustrate these approaches.

ZDV glucuronidation has been stimulated by the addition of detergents such as asoleoyl lysophosphatidylcholine (0.8 mg/mg protein optimal), Brij 58 (0.5 mg/mg protein), and N-octyl-D-glucoside (0.05%) (128). Trapnell et al. reported a 15-fold increase in ZDV glucuronidation rate with 2.25% BSA (127). In our laboratory, we have used a pore-forming antibiotic, alamethacin, to stimulate the glucuronidation of ZDV in HLMs. The advantage of alamethacin is that isozyme-dependent inhibition by detergents can be avoided, but it is still important to determine the optimal concentration for activation for an individual substrate. In our hands, alamethacin stimulated ZDV glucuronidation activity three- to fourfold, to a slightly higher extent than Fraction V BSA (Remmel RP and Streich JA, unpublished data). Addition of BSA to alamethacin did not substantially increase activation. When low-endotoxin, fatty acid–free BSA was used, almost no activation was observed, suggesting that endotoxin or fatty acids may be involved in a detergent-like effect. Recently, Rowland et al. reported that long-chain free fatty acids acted as inhibitors of ZDV or 4-methylumbelliferone glucuronidation resulting in higher $K_m/S_{50}$ values (128). Alamethacin is now used routinely by many investigators in the field to overcome latency and allow access of UDPGA into the interior of microsomal vesicles (129,130).

Unlike the situation with cytochrome P450, specific and selective inhibitors of individual UGT enzymes may not be available. Furthermore, inhibitory antibodies have not been developed because of the high similarity in amino acid content (identical in all UGT1 enzymes) in the constant region containing the UDPGA binding site. Consequently, at this time the only method available to identify isozyme selectivity is to conduct studies with cloned, expressed enzymes. Fortunately, many of these enzymes have recently been commercially available as microsomes prepared from lymphocytes, mammalian cells, insect cells, or bacteria. Procedures for “activation” of UGT activity in cloned, expressed cell systems also vary, but sonication of whole-cell lysates has been commonly used as a convenient method for screening.
XII. INTERACTIONS INVOLVING DEPLETION OF UDPGA

An alternate mechanism of drug-drug interactions involving glucuronidation may involve depletion of the required cofactor, UDPGA. Several drugs and chemicals have been shown to deplete UDPGA in the rat, including D-galactosamine, diethylether, ethanol, and APAP. In the mouse, Howell et al. demonstrated that valproic acid, chloramphenicol, and salicylamide depleted hepatic UDPGA by >90% at doses of 1 to 2 mmol/kg. Maximal decreases were noted at 7 to 15 minutes after injection, but rebounded toward control levels by two to four hours after injection (131). Once depleted, UDPGA levels will be replaced by the breakdown of glycogen stores in the liver. For drugs that are glucuronidated but are given at relatively low doses, UDPGA depletion is not likely to be of major importance. Extrahepatic glucuronidation may be more susceptible to depletion of UDPGA, since UDPGA concentrations in liver (279 μmol/kg) were reportedly 15 times higher than intestine, kidney, or lung (160). However, in patients receiving high doses of certain drugs, such as the NSAIDs, ethanol, APAP, and valproate, depletion of UDPGA stores may influence the rate of glucuronidation, especially if glycogen stores are low. For example, lamotrigine clearance is decreased two- to threefold in patients also taking valproic acid (44). Lamotrigine has shown to be glucuronidated by UGT1A4 and may also be a substrate for UGT1A3, which also catalyzes the glucuronidation of many tertiary amine drugs. Valproic acid is a slow substrate for UGT1A3 and is weak inhibitor of lamotrigine glucuronidation in microsomes containing excess UDPGA (161). The maximum recommended dose of valproic acid is 60 mg/kg/day (4200 mg/day), which is equivalent to a dose of 0.14 mmol/kg. Thus, it is conceivable that UDPGA depletion may play a role in interactions involving valproic acid. A similar case could be made for patients taking high dose of APAP, although in the case of lamotrigine, coadministration of APAP resulted in an unexpected 20% decrease in lamotrigine AUC. Evidence for UDPGA depletion by any drug in humans is lacking, and thus the clinical relevance of this mechanism is unclear.

XIII. INTERACTIONS INVOLVING INDUCTION OF UGT ENZYMES

Regulation of the UGT enzymes has been well studied in animals, especially in the rat. It is clear that many of the enzymes involved in metabolism of xenobiotics share common regulatory sequences (response elements) in the 5′ promoter region that respond to classic inducers such as 3-MC, phenobarbital, clofibrate, dexamethasone, and rifampin. Treatment of rats with PAH, such as β-naphthoflavone (β-NF), or 3-MC has been shown to increase the transcription of UGT1A6, an enzyme that conjugates a variety of planar phenols, such as 1-naphthol. UGT1A6, the PAH-inducible cytochrome P450 enzymes, CYP1A1 and CYP1A2, glutathione transferase Ya (GSTA1-1), NAD (P)H-menadione oxidoreductase, and class 3 aldehyde reductase (ALDH3) are members of an Ah-receptor gene battery because all of the genes encoding these enzyme contain a xenobiotic response element (XRE) in their 5′ promoter
regions. In humans, omeprazole and cigarette smoking have been shown to induce CYP1A1/2. Cigarette smoking modestly induces the glucuronidation of APAP, codeine, mexiletine, and propranolol. In smokers or patients receiving omeprazole treatment, the in vitro glucuronidation of 4-methylumbelliferone (a general substrate for UGT activity) was not significantly induced in duodenal mucosal biopsies. 1-Naphthol glucuronidation (a marker substrate for UGT1A6) was induced fourfold by β-NF in Caco-2 cells, a human colon carcinoma cell line. In contrast, CYP1A1 activity (ethoxyresorufin-deethylation) was induced by more than 100-fold in the same cell line. 1-Naphthol glucuronidation was not affected by the addition of rifampin or clofibrate. Induction of UGT1A6 mRNA and 1-naphthol glucuronidation by β-NF was observed in MZ-Hep-1 cells, another human hepatocarcinoma line. Rifampin (100 μM) significantly increased this activity in MZ-Hep-1 cells, but not in KYN-2 cells. A variable response to induction by rifampin and β-NF was also observed in cultured hepatocytes isolated from five different donors. Fabre et al. also reported that inducibility of glucuronidation of 1-naphthol by β-NF in human hepatocytes was variable (132).

Induction of glucuronidation by anticonvulsant drugs such as phenobarbital, phenytoin, and carbamazepine has been demonstrated for a number of different drugs, including APAP, chloramphenicol, irinotecan, lamotrigine, valproic acid, and ZDV. HLMs obtained from patients treated with phenytoin or phenobarbital displayed two or three times higher activity for the glucuronidation of bilirubin, 4-methylumbelliferone, and 1-naphthol compared with control HLMs. Less is known about the response to induction of the mRNA concentrations of individual genes, but Sutherland et al. (133) reported that the UGT1A1 mRNA was elevated in livers from individuals treated with phenytoin and phenobarbital. Bilirubin conjugation is also elevated in microsomes prepared from patients taking phenobarbital and phenytoin, and rat bilirubin UGT activity was inducible by phenobarbital and clofibrate in H4IIE rat hepatoma cells. However, when a proximal 611 bp UGT1A1 promoter/luciferase reporter gene construct was transfected into H4IIE cells, no induction was observed upon treatment with phenobarbital. Retinoic acid and a combination of retinoic acid and WY 14643 (a potent PPAR-α ligand) both increased luciferase activity. Patients with Crigler-Najjar Type II syndrome (a genetic deficiency in UGT1A1) have been treated with phenobarbital or clofibrate in order to increase bilirubin glucuronidation. The beneficial effect could arise either by increasing the transcription of a poorly expressed UGT1A1 or by inducing UGT1A4 (the minor bilirubin enzyme). Lamotrigine, a triazine anticonvulsant that metabolizes to a quaternary ammonium is increased approximately twofold in patients taking other inducing anticonvulsants, suggesting that UGT1A4 is inducible by CAR activators such as phenobarbital, phenytoin, and carbamazepine.

Induction of the glucuronidation of several drugs, including lamotrigine by oral contraceptive steroids (OCSs), has been observed (134). The formation clearance to the acyl glucuronide of diflunisal increased from 3.01 mL/min in
control women compared with 4.81 mL/min in OCS users (135). The urinary recovery of phenprocoumon glucuronide was 14% of the dose in age-matched controls compared with 21% of the dose in OCS users. Ethinylestradiol doubled the fraction of propranolol metabolized to the glucuronide without affecting total body clearance (136). Oral contraceptives have also been shown to induce the metabolism of APAP, clofibric acid, and temazepam.

Rifampin is a potent inducer of several cytochrome P450 enzymes via PXR activation and also appears to be an inducer of several UGTs such as UGT1A1, UGT1A4, UGT1A9, and UGT2B7. Several case reports have documented an induction of methadone withdrawal symptoms upon introduction of anti-tuberculosis therapy that included rifampin. Fromm et al. studied the effect of rifampin (600 mg/day for 18 days) on morphine analgesia and pharmacokinetics in healthy volunteers (137). Morphine CL/F was increased from 3.58 ± 0.97 L/min initially to 5.49 ± 2.97 L/min during rifampin treatment. The AUC of both morphine-6-glucuronide (an active metabolite) and morphine-3-glucuronide were significantly reduced, although the ratio of the morphine AUC/AUCs of the glucuronide was not significantly increased. Since the metabolite/parent ratios in blood were not affected, the authors suggested that rifampin may have affected the absorption of morphine, perhaps by induction of MDR1 (P-glycoprotein) or an alternate pathway of metabolism or excretion was enhanced, since the urinary recovery of both the glucuronide was decreased. The area under the pain threshold–time curve (cold pressor test) was also significantly reduced by rifampin treatment. Both methadone and morphine are reported substrates for UGT2B7. Rifampicin has also been shown to double the oral clearance of lamotrigine, a UGT1A4 substrate (138). Rifampin appears to significantly increase the glucuronidation of zidovudine (ZDV) in humans (139). Burger et al. reported a higher CL/F and significantly increased ratio of ZDV-glucuronide/ZDV in plasma in four AIDS patients on rifampin compared with untreated controls (140). In one patient, who had stopped rifampin, the metabolite/parent AUC ratio also decreased. Rifabutin, a new rifamycin analog, has been reported to decrease ZDV C_{max} and AUC by 48% and 37%, respectively. However, Gallicano et al. reported that 300 mg of rifabutin/day for 7 or 14 days had no significant effect on ZDV pharmacokinetics, except for a statistically significant decrease in half-life from 1.5 to 1.1 hours (139). Culture of human hepatocytes with 15-μM rifabutin for 48 hours modestly increased the rate of ZDV glucuronidation (28% increase) in one of two donors, but no significant induction was observed with either rifampin or rifapentine, which were more potent inducers of CYP3A4 and CYP2C8/9 in vitro.

XIV. METABOLIC SWITCHING AND INHIBITION OF GLUCURONIDATION

Glucuronidation is normally a primary detoxification pathway. In cases where glucuronidation becomes saturated or inhibited, metabolic switching to form reactive metabolites (typically catalyzed by cytochrome P450 enzymes) can occur.
APAP is the classic example of a drug that at high doses is hepatotoxic because saturation of phase II pathways (glucuronidation and sulfation) due to metabolic switching to a CYP2E1-mediated pathway to form N-acetylbenezquinoneimine. Our laboratory has recently shown that inhibition of naltrexone metabolism by NSAIDs can lead to hepatotoxicity. In vitro experiments have revealed that naltrexone is metabolized by CYP3A4 to form a catechol metabolite that is rapidly oxidized to a quinone and quinonemethide as evidenced by the formation of two glutathione conjugates in a microsomal incubation (Kalyanaraman, Kim, and Remmel, unpublished). Naltrexone glucuronidation was inhibited by NSAIDs, especially fenamates, and the reduction to β-naltrexol (the primary metabolic pathway) is also inhibited by NSAIDs (162). Glucuronides can also be substrates for cytochrome P450 enzymes. Gemfibrozil glucuronide was shown to be a potent inhibitor of CYP2C8, and inhibition of CYP2C8 and competition of the UGT-catalyzed lactonization of statins is the mechanism for the interaction between cerivastatin and gemfibrozil (142). This interaction was an important factor in the removal of cerivastatin (Baycol\textsuperscript{R}) from the market.

**XV. CONCLUSIONS**

It is clear from the examples just discussed that interactions involving glucuronidation are possible, especially for drugs that extensively excreted as glucuronides. Because of the overlapping substrate specificity among different UGTs, most interactions (particularly with phenolic substrates) are likely to be relatively modest. Prediction of interactions is possible in HLMs, but it is important to conduct these studies at relevant therapeutic concentrations. With the availability of cloned, expressed enzymes, detailed kinetic studies of inhibitory interactions may be carried out. Induction potential may be accomplished in human hepatocytes or perhaps by utilization of a reporter gene assay similar to studies conducted with cytochrome P450 enzymes. While outside the scope of this review, interactions involving glucuronide transport may be important as well.
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## Appendix

<table>
<thead>
<tr>
<th>Isoenzyme</th>
<th>Trivial names</th>
<th>Tissue expression</th>
<th>Endogenous substrates</th>
<th>Drug or xenobiotic substrates</th>
<th>Inducers</th>
<th>Inhibitors</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGT1A1</td>
<td>HP3 HUG0-1</td>
<td>Liver, small intestine, mammary glands</td>
<td>Bilirubin, estradiol (3-OH), 2-OH-estrone, 2-OH-estradiol <em>trans</em>-retinoic acid, Catechol estrogens (2-OH &amp; 4-OH) 15-OH-eicosa-tetraenoic acid, 20-OH-eicosa-tetraenoic acid, arachidonic acid, prostaglandin B1</td>
<td>Ethinyl estradiol, buprenorphine, Terulic acid, genistein naltrexone (low), nalofoxone (low), SN-38 (active metabolite of irinotecan), alizarin, quinalizarin, retigabine</td>
<td>Bilirubin, chlorophenoxypropionic acid, chrysin, clofibrate, 3-MC, olitipraz, phenylpropionic acid, phenobarbital, clotrimazole, rifampin, and St. John’s wort. WY-14643 Response elements for AhR, CAR, GR, PPAR-α, PXR, Nrf2 (antioxidant response element) have been identified.</td>
<td>Atazanavir, indinavir, ketoconazole (K_i = 3 μM)</td>
</tr>
<tr>
<td>UGT1A2</td>
<td>Pseudogene in humans</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>UGT1A3</td>
<td>Liver (lower), small intestine, kidney, prostate, testes</td>
<td><em>Bile acids:</em> (carboxyl functional group), e.g., lithocholic acid, chenodeoxycholic acid</td>
<td>Bilirubin (low) Catechol estrogens (2-OH &gt; 4-OH), 2-OH-estrone, 2-OH-estradiol, decanoic acid, dodecanoic acid, 15-OH-eicosa-tetraenoic acid, arachidonic acid</td>
<td>Afloqualone, alizarin, buprenorphine, norbuprenorphine, bropirimine, cyproheptadine, diphenylamine, diprenorphine, emodin, esculetin, eugenol, ezetimibe, fulvestrant, fisetin, genistein, 5,6,7,3′,4′,5′-hexamethoxyflavone, 3-hydroxydesloratadine, 7-hydroxyflavone, hydromorphone, 4-methylumbelliferone, morphine, nalorphine, naltrexone, naltrexone, naringenin, quercetin (3-&gt;4-&gt; 3″-&gt;7-glucuronide), scopoletin, thymol, umbelliferone</td>
<td>Bile acids</td>
<td></td>
</tr>
</tbody>
</table>

Response elements for AhR, CAR, GR, PPAR-α, PXR, Nrf2 (antioxidant response element) have been identified. Fibrates are potent inducers.

WY-14643
**Appendix Continued**

<table>
<thead>
<tr>
<th>Enzyme</th>
<th>Substrates with carboxyl groups: clofibrate, ciprofibrate, etodolac, fenoprofen, ibuprofen, ketoprofen, naproxen (racemic &gt; S), valproic acid and formation of simvastatin and atorvastatin lactones via an intermediate acyl glucuronide, (fourfold lower turnover by UGT2B17)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Isoenzyme</strong></td>
</tr>
<tr>
<td></td>
<td>UGT1A4</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Isoenzyme</td>
<td>Trivial names</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------</td>
</tr>
<tr>
<td>UGT1A5</td>
<td></td>
</tr>
<tr>
<td>UGT1A6</td>
<td>HP1</td>
</tr>
<tr>
<td>UGT1A7</td>
<td>Gastric epithelium, oesophagus</td>
</tr>
<tr>
<td>UGT1A8</td>
<td>HP4</td>
</tr>
</tbody>
</table>

** UDP-Glucuronosyltransferases **

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Flavonoids:</td>
<td>chrysin, 7-hydroxyflavone, naringenin Benzo(a)pyrene phenols (7-OH &gt; 9-OH &gt; 3-OH), benzo (a)pyrene-7,8-dihydriodiol (7R-glucuronide, low affinity), 2-OH-biphenyl, 4-methylumbelliferone, 1- and 2-naphthol, 4-nitrophenol, octylgallate, vanillin</td>
</tr>
<tr>
<td><strong>Appendix Continued</strong></td>
<td></td>
</tr>
<tr>
<td>Isoenzyme</td>
<td>Trivial names</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>UGT1A7</td>
<td>Gastric epithelium, oesophagus</td>
</tr>
<tr>
<td>UGT1A8</td>
<td>HP4</td>
</tr>
</tbody>
</table>

**3-Methyl-cholanthrene**
<table>
<thead>
<tr>
<th>Isoenzyme</th>
<th>Trivial names</th>
<th>Tissue expression</th>
<th>Endogenous substrates</th>
<th>Drug or xenobiotic substrates</th>
<th>Inducers</th>
<th>Inhibitors</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGT1A9</td>
<td>Intestine, esophagus</td>
<td>Retinoic acid, thyroxine (T4), tri-iodothyronine (T3; minor), 4-OH-estrone, 4-OH-estradiol (major), 15-OH-eicosatetraenoic acid, arachidonic acid, prostaglandin B1</td>
<td>Troglitazone (moderate), raloxifene (both 6β- and 4-β-glucuronides), quercetin, luteolin</td>
<td>Planar Phenols: Phenol, APAP, 2-OH-biphenyl, 4-iodophenol, 4-propylphenol, 4-isopropylphenol (low), 4-ethylphenol, 3-ethylphenol, 4-methylphenol, 4-nitrophenol, methysalicylate, salicylate, mono(ethylhexyl) phthalate, BHA, BHT, vanillin, 7-hydroxy-coumarin, 4-hydroxy-coumarin (low), 4-methyl-umbelliferone</td>
<td>TCDD, tetrabutyl hydroquinone, clofibric acid</td>
<td>High concentrations of propofol, flurbiprofen</td>
</tr>
</tbody>
</table>

Xenobiotics: APAP, bumetanide, carbidopa, clofibric acid, ciprofibrin acid, dobutamine, dopamine, entacapone, ethinyl estradiol- (minor), fenofibrin acid, frusemide, gemfibrozil, levodopa, MPA, propofol, atenolol, labetalol, metoprolol, pindolol, propranolol, R- oxazepam, p-HPPH (phenytoin metabolite), raloxifene,
<table>
<thead>
<tr>
<th>Isoenzyme</th>
<th>Trivial names</th>
<th>Tissue expression</th>
<th>Endogenous substrates</th>
<th>Drug or xenobiotic substrates</th>
<th>Inducers</th>
<th>Inhibitors</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGT1A10</td>
<td></td>
<td>Intestine</td>
<td>2-OH-estrone (low), 4-OH estrone (low), dihydrotestosterone, testosterone, 15-OH-eicosatetraenoic acid, arachidonic acid, prostaglandin B1</td>
<td>retigabine, SN-38 (active metabolite of irinotecan), troglitazone, zidovudine</td>
<td>NSAIDs: (Low activity against all NSAIDs) diflunisal, fenoprofen, flurbiprofen, ibuprofen, ketoprofen, mefenamic acid, naproxen</td>
<td>Flavonoids: Emodin, chrysin, 7-hydroxyflavone, galangin, naringenin, quercetin carveol, nopol, citronellol, 6-hydroxycypresene, retigabine, quercetin (3-&gt;7-&gt;3'-&gt;4'-glucuronide)</td>
</tr>
<tr>
<td>UGT1A11</td>
<td>pseudogene</td>
<td>pseudogene</td>
<td>pseudogene</td>
<td>pseudogene</td>
<td>pseudogene</td>
<td>pseudogene</td>
</tr>
<tr>
<td>UGT1A12</td>
<td>pseudogene</td>
<td>pseudogene</td>
<td>pseudogene</td>
<td>pseudogene</td>
<td>pseudogene</td>
<td>pseudogene</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Isoenzyme</th>
<th>Trivial Names</th>
<th>Species</th>
<th>Human Counter-part</th>
<th>Tissue Expression</th>
<th>Endogenous Substrates</th>
<th>Drug or Xenobiotic Substrates</th>
<th>Inducers</th>
<th>Inhibitors</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGT2B4</td>
<td>Human, variant of UGT2B11, 82% homologous with UGT2B7</td>
<td>Liver, small intestine, aerodigestive tract (tongue, mouth)</td>
<td>Human, variant of UGT2B11, 82% homologous with UGT2B7</td>
<td>Liver, small intestine, aerodigestive tract (tongue, mouth)</td>
<td>6α-hydroxy bile acids, 3α-hydroxy pregnanes, 3α-, 16α-, 17β-androgens, metabolites of PUFAs, arachidonic and linoleic acids, estriol, 2-OH-estradiol, 4-OH-estrone</td>
<td>Phenols: Eugenol, 4-nitrophenol, 2-aminophenol, 4-methylumbelliferone, morphine, zidovudine (low)</td>
<td>Fenofibric acid, chenodeoxycholic acid activated</td>
<td>Response elements for FXR and PPAR-α have been identified</td>
</tr>
<tr>
<td>UGT2B7</td>
<td>Human</td>
<td>Liver, kidney, intestine, brain (cerebellum), esophagus</td>
<td>Human</td>
<td>Liver, kidney, intestine, brain (cerebellum), esophagus</td>
<td>Arachidonic acid metabolites: Arachidonic acid, LTB4, 5-HETE, 12-HETE, 15-HETE, 20-HETE, and 13-HODE) Bile acids: hydexoycholic acid Estrogens: Estriol, estradiol (17β-hydroxy), 4-OH-estrone (high) 2-OH-estrone, 2-OH-estradiol Pregnenes: 3α-hydroxy pregnanes Androgens: 3α-, 16α-, 17β-androgens Others: 5α- and 5β-dihydroaldosterone, R-oxazepam, naproxen, menthol, abacavir, APAP, almokalant, AZT, carvedilol, chloramphenicol, epirubicin, 1′-OH-estragole, gemcabene, 5-OH-rofecoxxib, lorazepam, menthol, 4-methylumbelliferone, Maxipost, 1-naphthol (low), 4-nitrophenol, octylglycylate, propranolol, temazepam Carboxylic acid-containing drugs: benoxaprofen, ciprofibrate, clofibril acid, diflunisal, DMXAA, fenoprofen, beuprone, Rifampin, phenobarbital, HNF1α</td>
<td>R-oxazepam and zidovudine (competitive), flunitrazepam relatively potent (Kᵢ ≈ 50–90 μM), but also inhibits UGT1A3 (Kᵢ = 20–30 μM for 2-OH-estrogens) and UGT1A1 (Kᵢ &gt; 200 μM), diclofenac, oxonitazene</td>
<td>Rifampin, phenobarbital, HNF1α</td>
<td>R-oxazepam and zidovudine (competitive), flunitrazepam relatively potent (Kᵢ ≈ 50–90 μM), but also inhibits UGT1A3 (Kᵢ = 20–30 μM for 2-OH-estrogens) and UGT1A1 (Kᵢ &gt; 200 μM), diclofenac, oxonitazene</td>
</tr>
<tr>
<td>Isoenzyme</td>
<td>Trivial Names</td>
<td>Species</td>
<td>Counter-part Tissue</td>
<td>Expression</td>
<td>Endogenous Substrates</td>
<td>Drug or Xenobiotic Substrates</td>
<td>Inducers</td>
<td>Inhibitors</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------</td>
<td>---------</td>
<td>--------------------</td>
<td>------------</td>
<td>----------------------</td>
<td>-------------------------------</td>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td>UGT2B10</td>
<td>Humans</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>trans-retinoic acid,</td>
<td>prostanigel B1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>indomethacin,</td>
<td>ketoprofen, naproxen,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ketoprostaglandin</td>
<td>pitavastatin, simvastatin</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>acid, tiaprofenic acid</td>
<td>acid, tiaprofenic acid</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>valproic acid, zaltoprofen</td>
<td>zomepirac,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>acid, tiaprofenic acid</td>
<td>5-flurbiprofen</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>acid, tiaprofenic acid</td>
<td>Opioids: morphine 3-OH,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>acid, tiaprofenic acid</td>
<td>6-OH, buprenorphine,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>acid, tiaprofenic acid</td>
<td>nalorphine, naltrexone,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>acid, tiaprofenic acid</td>
<td>codeine (low), and</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>acid, tiaprofenic acid</td>
<td>naloxone</td>
<td></td>
</tr>
<tr>
<td>UGT2B11</td>
<td>Humans 91%</td>
<td></td>
<td>liver, kidney,</td>
<td>prostrate,</td>
<td>mammary gland,</td>
<td>Arachidonic acid</td>
<td>LTB4, 5-HETE, 12-HETE, 15-HETE,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>identical to</td>
<td></td>
<td>prostate, lungs,</td>
<td>mammary gland,</td>
<td>skin, adipose tissue,</td>
<td>Arachidonic acid</td>
<td>20-HETE, and HODE</td>
<td></td>
</tr>
<tr>
<td></td>
<td>UGT2B10, 76%</td>
<td></td>
<td>mammary gland,</td>
<td>skin, adipose tissue,</td>
<td>adrenal glands</td>
<td>Arachidonic acid</td>
<td>LTB4, HETE, 12-HETE, 15-HETE,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>identical to</td>
<td></td>
<td>mammary gland,</td>
<td>skin, adipose tissue,</td>
<td>adrenal glands</td>
<td>Arachidonic acid</td>
<td>20-HETE, and HODE</td>
<td></td>
</tr>
<tr>
<td></td>
<td>UGT2B15 and</td>
<td></td>
<td>mammary gland,</td>
<td>skin, adipose tissue,</td>
<td>adrenal glands</td>
<td>Arachidonic acid</td>
<td>LTB4, HETE, 12-HETE, 15-HETE,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>UGT2B17</td>
<td></td>
<td>mammary gland,</td>
<td>skin, adipose tissue,</td>
<td>adrenal glands</td>
<td>Arachidonic acid</td>
<td>20-HETE, and HODE</td>
<td></td>
</tr>
<tr>
<td>UGT2B15</td>
<td>Human</td>
<td></td>
<td>liver, prostate,</td>
<td>testes, adipose tissue</td>
<td></td>
<td>Steroids: UGT2B17 glucuronidates preferentially at the 17-OH positions of androgens (＞3OH)</td>
<td>S-oxazepam, temazepam,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>liver, prostate,</td>
<td>testes, adipose tissue</td>
<td></td>
<td>Aldosterone, 5α- and 5β-dihydroaldosterone,</td>
<td>S-OH-fechaib,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>prostate, lungs,</td>
<td>prostate, lungs</td>
<td>prostate, lungs</td>
<td>Opioids: morphine 3-OH,</td>
<td>E-4-OH-tamoxifen,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>prostate, lungs,</td>
<td>prostate, lungs</td>
<td>prostate, lungs</td>
<td>6-OH, buprenorphine,</td>
<td>eugenol, nansroline,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>prostate, lungs,</td>
<td>prostate, lungs</td>
<td>prostate, lungs</td>
<td>nalorphine, naltrexone,</td>
<td>phenolphthalein</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>prostate, lungs,</td>
<td>prostate, lungs</td>
<td>prostate, lungs</td>
<td>codeine (low), and</td>
<td>naloxone</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>prostate, lungs,</td>
<td>prostate, lungs</td>
<td>prostate, lungs</td>
<td>naloxone</td>
<td>Androgens, epidermal growth factor, and IL-1α</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>prostate, lungs,</td>
<td>prostate, lungs</td>
<td>prostate, lungs</td>
<td>downregulate UGT2B15 and UGT2B17 expression in LnCAP cells (prostate cancer cell line)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Isoenzyme</th>
<th>Trivial Names</th>
<th>Species</th>
<th>Human Counter-part</th>
<th>Tissue Expression</th>
<th>Endogenous Substrates</th>
<th>Drug or Xenobiotic Substrates</th>
<th>Inducers</th>
<th>Inhibitors</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGT2B17</td>
<td>Human</td>
<td></td>
<td>Liver, kidney, prostate, testes, placenta, uterus, mammary glands, skin, adrenal glands</td>
<td>Dihydrotestosterone, Testosterone, androsterone</td>
<td>UGT2B17 glucuronidates at both the 3- and the 17-OH positions of androgens</td>
<td>Buprenorphine, Anthraquinones, coumarins, flavonoids, and terpenoids: alizarin, anthraflavic acid, borneol, chrysarin, emodin, eugenol, 4-ethylphenol, galangin, 7-hydroxylflavone, menthol (low), 4-methylumbelliferone (low), 1-naphthol, naringen (low),</td>
<td>Androgens, epidermal growth factor, and IL-1α downregulate UGT2B15 and UGT2B17 expression in LnCAP cells (prostate cancer cell line)</td>
<td></td>
</tr>
<tr>
<td>Isoenzyme</td>
<td>Trivial Names</td>
<td>Species</td>
<td>Counter-part Tissue</td>
<td>Expression</td>
<td>Endogenous Substrates</td>
<td>Drug or Xenobiotic Substrates</td>
<td>Inducers</td>
<td>Inhibitors</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------</td>
<td>---------</td>
<td>---------------------</td>
<td>------------</td>
<td>-----------------------</td>
<td>-------------------------------</td>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Human</td>
<td></td>
<td></td>
<td></td>
<td>4-nitrophenol, phenol red, 4-propylphenol, scopoletin, and umbelliferone (low). Alizarin, borneol, galangin, and scopoletin are higher turnover compounds</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**AhR activators in humans**—TCDD, β-naphthoflavone, 3-methylcholanthrene.

**PXR activators in rodents**—PCN, dexamethasone.

**PXR activators in humans**—clotrimazole, rifampin, and St. John’s wort.

**CAR activators in humans**—3-MC, phenylpropionic acid, phenobarbital, phenytoin, carbamazepine.

**PPARα activator in humans**—clofibrate acid, fenofibrate acid, pirinixic acid (WY-14643).

**PPARα activator in humans**—rosiglitazone.

**FXR activators in humans**—chenodeoxycholic acid.

Underlined substrates denote the most commonly used probes for enzymatic activity.

**Abbreviations**: AhR, aromatic hydrocarbon receptor; TCDD, tetrachlorodibenzodioxin; PXR, pregnenolone-16α-nitrile-X-receptor; PCN, pregnenolone-16α-nitrile; CAR, constitutive androstane receptor; MC, methylcholanthrene; PPARα, peroxisome proliferated-activated receptor-α; FXR, farnesoid-X-receptor; LXR, liver-X-receptor; RXR, retinoid-X-receptor; 5-HETE, 5-OH-eicosatetraenoic acid; LTB4, leukotriene B4; 13-HODE, hydroxyoctadecadienoic acid; DMXAA, dimethylxanthone-4-acetic acid.
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I. INTRODUCTION

Transporters are membrane proteins regulating the influx and efflux of organic solute across the plasma membrane. Transporters, particularly involved in the drug disposition, are characterized by broad substrate specificities and accept structurally unrelated compounds. Cumulative studies have elucidated the importance of the transporters as one of the determinant factors for the pharmacokinetic properties of drugs in the body, e.g., site of absorption (small intestine), clearance organs (liver and kidney) and the peripheral tissues (1). During two decades, a number of transporters have been cloned and subjected to functional analysis (summarized in Table 1). They are classified into the solute carrier (SLC) family and ATP-binding cassette (ABC) transporter family; the SLC family includes facilitated and secondary active transporter (a special issue has been published in Pflugers Arch, 2004, and online at http://www.bioparadigms.org/slc/menu.asp), while ABC transporter family includes primary active transporters
with evolutionally preserved cytosolic catalytic domain (ABC) (a special issue has been published in Pflugers Arch, 2006, and online at http://www.ncbi.nlm.nih.gov/books/bv.fcgi?rid=mono_001. chapter.137). Cloning of transporters together with functional analyses have made a great contribution to elucidate the molecular characteristics of the transporter involved in the hepatobiliary transport and tubular secretion in the kidney, and barrier functions in the blood-tissue barriers such as blood-brain, cerebrospinal, and placenta barriers.

Some drugs have been found that modulate the function of transporters at clinical dosage. Concomitant use of such drugs will affect the drug disposition of substrate drugs in which the transporters are deeply involved. The possible sites for drug-drug interactions involving transports are summarized in Table 2. Drug-drug interactions in the liver, kidney, and small intestine affect the drug exposure in the circulating blood, while those in the peripheral organs affect the tissue concentrations only in the peripheral organs, leading to enhancement/attenuation of pharmacological effect and/or incidence of adverse effect. In most cases, the drug-drug interactions in peripheral tissues hardly affect the drug exposure in the circulating blood because of small contribution of transporters in peripheral tissues to the clearance mechanism and distribution volume. The impact of the drug-drug interaction depends on the pharmacokinetic properties of the substrate drug and the contribution of the transporter to the net membrane transport process in addition to the concentration of the inhibitors.

This chapter describes recent advances in the prediction of transporter-mediated drug-drug interactions and methods for their evaluation.

II. PREDICTION OF DRUG-DRUG INTERACTIONS FROM IN VITRO EXPERIMENTS

This section describes the theoretical part of the prediction of drug-drug interaction (Fig. 1). Unlike channels, transporters form intermediate complex with its substrate, and thus, the membrane transport involving transporters is characterized by saturation, reaching the maximum transport velocity by increasing the substrate concentrations. The intrinsic clearance of the membrane transport involving transporters (PS_{int}) follows Michaelis-Menten equation (Eq. 1).

\[ PS_{int} = \frac{V_{\text{max}}}{K_m + C_u} \] (1)

where \( K_m \) represents the Michaelis constant, \( C_u \) represents the unbound concentration of substrate drug, and \( V_{\text{max}} \) represents maximal transport velocity. There are two types of inhibition, competitive and noncompetitive. Competitive inhibition occurs when substrates and inhibitors share a common binding site on the transporter, resulting in an increase in the apparent \( K_m \) value in the presence of inhibitor (Eq. 2). Noncompetitive inhibition assumes that the inhibitor has an allosteric effect on the transporter, does not inhibit the formation of an
Table 1  Transporters Responsible for the Drug Disposition

<table>
<thead>
<tr>
<th>Family</th>
<th>Species</th>
<th>Gene name</th>
<th>Alias</th>
<th>Gene ID</th>
<th>OMIM</th>
<th>Tissue distribution</th>
<th>Localization</th>
<th>Driving force</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLC family (facilitated transport or secondary active transporters)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SLC15</td>
<td>Mouse</td>
<td>Slc15a1</td>
<td></td>
<td>56643</td>
<td>–</td>
<td>Small intestine</td>
<td>Small intestine: BBM</td>
<td></td>
</tr>
<tr>
<td>Pept1</td>
<td>Rat</td>
<td>Slc15a1</td>
<td>–</td>
<td>117261</td>
<td>–</td>
<td>Small intestine, kidney</td>
<td>ND</td>
<td>H⁺ symport</td>
</tr>
<tr>
<td>PEPT1</td>
<td>Human</td>
<td>SLC15A1</td>
<td>–</td>
<td>6564</td>
<td>600544</td>
<td>Ileum, kidney, liver</td>
<td>Small intestine: BBM</td>
<td></td>
</tr>
<tr>
<td>Pept2</td>
<td>Mouse</td>
<td>Slc15a2</td>
<td>–</td>
<td>57738</td>
<td>–</td>
<td>Kidney, brain, CPx, lung, spleen</td>
<td>Kidney, CPx: BBM</td>
<td>H⁺ symport</td>
</tr>
<tr>
<td>Rat</td>
<td>Slc15a2</td>
<td>60577</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>Kidney, brain, CPx, lung</td>
<td>Kidney, CPx: BBM</td>
<td></td>
</tr>
<tr>
<td>SLC17</td>
<td>Human</td>
<td>SLC15A2</td>
<td>–</td>
<td>6565</td>
<td>602339</td>
<td>Kidney</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>NaPi-1</td>
<td>Mouse</td>
<td>NPT1</td>
<td></td>
<td>20504</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td>NPT1</td>
<td>171080</td>
<td>–</td>
<td>6568</td>
<td>182308</td>
<td>Kidney, liver</td>
<td>Liver: SM</td>
<td></td>
</tr>
<tr>
<td>SLCO</td>
<td>Mouse</td>
<td>SLC17A1</td>
<td></td>
<td></td>
<td></td>
<td>Kidney</td>
<td>Kidney: BBM</td>
<td></td>
</tr>
<tr>
<td>Oatp1a1</td>
<td>Rat</td>
<td>Slco1a1</td>
<td>Oatp1</td>
<td>28248</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Human</td>
<td>Slc10a1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Oatp1a3</td>
<td>Rat</td>
<td>Slco1a3</td>
<td>Oat-k1</td>
<td>80899</td>
<td>–</td>
<td>Kidney (proximal tubule)</td>
<td>BBM</td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td>Slco1a3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Kidney (proximal tubule)</td>
<td>ND</td>
<td></td>
</tr>
</tbody>
</table>

Continued
Table 1  Continued

<table>
<thead>
<tr>
<th>Family</th>
<th>Species</th>
<th>Gene name</th>
<th>Alias</th>
<th>Gene ID</th>
<th>OMIM</th>
<th>Tissue distribution</th>
<th>Localization</th>
<th>Driving force</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oatp1a4</td>
<td>Mouse</td>
<td>Slco1a4</td>
<td>Oatp2</td>
<td>28250</td>
<td>–</td>
<td>Liver, kidney, brain</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Rat</td>
<td></td>
<td></td>
<td>170698</td>
<td>–</td>
<td>Liver, brain, retina</td>
<td>Liver, CPx: basal</td>
<td>BBB: LM, ALM</td>
</tr>
<tr>
<td>Oatp1a5</td>
<td>Mouse</td>
<td>Slco1a5</td>
<td>Oatp3</td>
<td>108096</td>
<td>–</td>
<td>Very low (?)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Rat</td>
<td></td>
<td></td>
<td>80900</td>
<td>–</td>
<td>Retina, brain(CPx and female cortex), small intestine</td>
<td>Small intestine, CPx: BBM</td>
<td>–</td>
</tr>
<tr>
<td>Oatp1a6</td>
<td>Mouse</td>
<td>Slco1a6</td>
<td>Oatp5</td>
<td>28254</td>
<td>–</td>
<td>Kidney</td>
<td>ND</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Rat</td>
<td></td>
<td></td>
<td>84608</td>
<td>–</td>
<td>Kidney</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>OATP1A2</td>
<td>Human</td>
<td>SLCO1A2</td>
<td>OATP</td>
<td>6579</td>
<td>602883</td>
<td>Brain, liver (very low)</td>
<td>BBB: LM</td>
<td>–</td>
</tr>
<tr>
<td>Oatp1b2</td>
<td>Mouse</td>
<td>Slco1b2</td>
<td>Lst-1</td>
<td>28253</td>
<td>–</td>
<td>Liver</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Rat</td>
<td></td>
<td>Oatp 4</td>
<td>58978</td>
<td>–</td>
<td>Liver</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>OATP1B1</td>
<td>Human</td>
<td>SLCO1B2</td>
<td>LST-1</td>
<td>10599</td>
<td>604843</td>
<td>Liver</td>
<td>SM</td>
<td>–</td>
</tr>
<tr>
<td>OATP1B3</td>
<td>Human</td>
<td>SLCO1B3</td>
<td>OATP 8</td>
<td>25234</td>
<td>605495</td>
<td>Liver</td>
<td>SM</td>
<td>–</td>
</tr>
<tr>
<td>Oatp1c1</td>
<td>Mouse</td>
<td>Slco1c1</td>
<td>Oatp14</td>
<td>58807</td>
<td>–</td>
<td>Brain (BBB, CPx)</td>
<td>CPx: BLM</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Rat</td>
<td></td>
<td></td>
<td>84511</td>
<td>–</td>
<td>Brain (BBB, CPx)</td>
<td>BBB: LM/ALM</td>
<td>–</td>
</tr>
<tr>
<td>OATP1C1</td>
<td>Human</td>
<td>SLCO1C1</td>
<td>OATP-F</td>
<td>53919</td>
<td>–</td>
<td>Brain</td>
<td>ND</td>
<td>–</td>
</tr>
<tr>
<td>Transporter</td>
<td>Gene</td>
<td>Alias</td>
<td>Gene ID</td>
<td>OMIM</td>
<td>Tissue Distribution</td>
<td>Localization</td>
<td>Driving Force</td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>------</td>
<td>-------</td>
<td>--------</td>
<td>------</td>
<td>----------------------</td>
<td>--------------</td>
<td>---------------</td>
<td></td>
</tr>
<tr>
<td>Oatp2b1</td>
<td>Slco2b1</td>
<td>Oatp9</td>
<td>10,1488</td>
<td></td>
<td>Ubiquitous</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>14,0860</td>
<td></td>
<td>Ubiquitous</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>OATP2B1</td>
<td>Human</td>
<td>SLCO2B1</td>
<td>OATP-B</td>
<td>11,309</td>
<td>Ubiquitous</td>
<td>Liver: SM</td>
<td>BBB: LM</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>60,4988</td>
<td></td>
<td>Small intestine: Small intestine:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>BBB: LM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oatp4c1</td>
<td>Mouse</td>
<td>Slco4c1</td>
<td>-</td>
<td>22,7394</td>
<td>Kidney, lung</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td>Slc22a1</td>
<td></td>
<td></td>
<td>43,2363</td>
<td>Kidney, lung</td>
<td>BLM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OATP4C1</td>
<td>Human</td>
<td>SLC04C1</td>
<td>-</td>
<td>35,3189</td>
<td>Kidney</td>
<td>ND</td>
<td>BLM</td>
<td></td>
</tr>
<tr>
<td>Oct1</td>
<td>Mouse</td>
<td>Slc22a1</td>
<td>-</td>
<td>20,517</td>
<td>Kidney (proximal tubule), liver, intestine</td>
<td>Kidney: BLM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td>Slc22a1</td>
<td></td>
<td></td>
<td>24,904</td>
<td>Kidney (proximal tubule), liver, intestine</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCT1</td>
<td>Human</td>
<td>SLC22A1</td>
<td>-</td>
<td>65,80</td>
<td>Liver</td>
<td>ND</td>
<td>Facilitated transport</td>
<td></td>
</tr>
<tr>
<td>Oct2</td>
<td>Mouse</td>
<td>Slc22a2</td>
<td>-</td>
<td>20,518</td>
<td>Kidney</td>
<td>BLM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td>Slc22a2</td>
<td></td>
<td></td>
<td>29,503</td>
<td>Kidney, brain</td>
<td>BLM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCT2</td>
<td>Human</td>
<td>SLC22A2</td>
<td>-</td>
<td>65,82</td>
<td>Kidney</td>
<td>BLM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oct3</td>
<td>Mouse</td>
<td>Slc22a3</td>
<td>-</td>
<td>20,519</td>
<td>Ubiquitous (very low)</td>
<td>ND</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td>Slc22a3</td>
<td></td>
<td></td>
<td>29,504</td>
<td>Ubiquitous (very low)</td>
<td>ND</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCT3</td>
<td>Human</td>
<td>SLC22A3</td>
<td>-</td>
<td>65,81</td>
<td>Placenta, heart, brain, small intestine</td>
<td>ND</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Continued
### Table 1  
Transporters Responsible for the Drug Disposition (Continued)

<table>
<thead>
<tr>
<th>Family</th>
<th>Species</th>
<th>Gene name</th>
<th>Alias</th>
<th>Gene ID</th>
<th>OMIM</th>
<th>Tissue distribution</th>
<th>Localization</th>
<th>Driving force</th>
</tr>
</thead>
<tbody>
<tr>
<td>Octn1</td>
<td>Mouse</td>
<td>Slc22a4</td>
<td></td>
<td>30805</td>
<td>-</td>
<td>Ubiquitous</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td></td>
<td></td>
<td></td>
<td>64037</td>
<td>-</td>
<td>Ubiquitous</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>Octn1</td>
<td>Human</td>
<td>SLC22A4</td>
<td></td>
<td>6583</td>
<td>604190</td>
<td>Ubiquitous (except adult liver), fetal liver (fetal)</td>
<td>ND</td>
<td>H⁺ antiport</td>
</tr>
<tr>
<td>OCTN1</td>
<td>Human</td>
<td>SLC22A5</td>
<td>-</td>
<td>6584</td>
<td>603377</td>
<td>Kidney, skeletal muscle</td>
<td>Kidney: BBM</td>
<td></td>
</tr>
<tr>
<td>Octn2</td>
<td>Mouse</td>
<td>Slc22a5</td>
<td></td>
<td>20520</td>
<td>-</td>
<td>Kidney, small intestine</td>
<td>Kidney, small intestine: BBM</td>
<td>Na⁺(carnitine)/H⁺ antiport (organic cation)</td>
</tr>
<tr>
<td>Rat</td>
<td></td>
<td>CT1</td>
<td></td>
<td>29726</td>
<td>-</td>
<td>Kidney, small intestine</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>OCTN2</td>
<td>Human</td>
<td>SLC22A5</td>
<td>-</td>
<td>6584</td>
<td>603377</td>
<td>Kidney, skeletal muscle</td>
<td>Kidney: BBM(?)</td>
<td></td>
</tr>
<tr>
<td>Octn3</td>
<td>Mouse</td>
<td>Slc22a21</td>
<td></td>
<td>56517</td>
<td>-</td>
<td>Testis</td>
<td>Kidney: BLM</td>
<td></td>
</tr>
<tr>
<td>Oat1</td>
<td>Mouse</td>
<td>Slc22a6</td>
<td>NKT</td>
<td>18399</td>
<td>-</td>
<td>Kidney</td>
<td>Kidney: BLM</td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td></td>
<td></td>
<td></td>
<td>29509</td>
<td>-</td>
<td>Kidney</td>
<td>Kidney: BLM</td>
<td>Dicarboxylate antiport</td>
</tr>
<tr>
<td>OAT1</td>
<td>Human</td>
<td>SLC22A6</td>
<td>-</td>
<td>9356</td>
<td>607582</td>
<td>Kidney, liver (female &gt; male?)</td>
<td>Kidney: BLM</td>
<td></td>
</tr>
<tr>
<td>Oat2</td>
<td>Mouse</td>
<td>Slc22a7</td>
<td></td>
<td>108114</td>
<td>-</td>
<td>Kidney, liver (female &gt; male?)</td>
<td>Kidney: BLM</td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td></td>
<td>NLT</td>
<td></td>
<td>89776</td>
<td>-</td>
<td>Liver, kidney (male)</td>
<td>Liver: SM</td>
<td></td>
</tr>
<tr>
<td>OAT2</td>
<td>Human</td>
<td>SLC22A7</td>
<td>-</td>
<td>10864</td>
<td>604995</td>
<td>Liver, kidney (female &gt; male)</td>
<td>Liver: SM</td>
<td></td>
</tr>
<tr>
<td>Oat3</td>
<td>Mouse</td>
<td>Slc22a8</td>
<td>Roct</td>
<td>19879</td>
<td>-</td>
<td>Kidney, brain, eye</td>
<td>Kidney: BLM</td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td></td>
<td></td>
<td></td>
<td>83500</td>
<td>-</td>
<td>Liver (male), kidney, brain, eye</td>
<td>Kidney, BBB: basal CPx:BBM</td>
<td>Dicarboxylate antiport</td>
</tr>
</tbody>
</table>
### Table 1

| Transporters Responsible for the Drug Disposition (Continued) |
|-----------------|-----------------|-----------------|
| **Family** | **Species** | **Gene Name** | **Gene ID** | **OMIM** | **Tissue Distribution** | **Localization** | **Driving Force** |
| **OAT3** | Human | SLC22A8 | – | 9376 | 607581 | Kidney, placenta | BBM |
| Oat5 | Mouse | Slc22a19 | – | 207151 | – | – | ND |
| Rat | – | – | – | 286961 | – | Kidney | BBM |
| **OAT4** | Human | SLC22A11 | – | 55867 | 607097 | Kidney, placenta | BBM |
| SLC47 | MATE1 | Mouse | – | – | – | – | – |
| Rat | – | – | – | 360539 | – | Kidney | ND |
| Human | – | – | – | 55244 | 609832 | Liver, kidney, skeletal muscle | Apical (CM, BBM) |
| **MATE2** | Mouse | – | – | – | – | – | – |
| Human | – | – | – | 146802 | 609833 | Testis, kidney | BBM |
| **ABC transporters (primary active transport)** | | | | | | | |
| **ABCB** | Mdr1a | Mouse | – | – | 18671 | – | Small intestine, heart, brain, liver, kidney, lung, testis |
| Abcb1a | Rat | – | – | 17913 | – | Large intestine > ileum > jejunum > duodenum, brain, kidney |
| Mdr1b | Mouse | – | – | 18669 | – | Placenta (during pregnancy), adrenal gland, kidney, heart |
| Abcb1b | Rat | – | – | 24646 | – | Large intestine > ileum > jejunum > duodenum, liver, kidney, brain |
| MDR1 | Human | ABCB1 | – | 5243 | 171050 | Brain, liver, kidney, intestine | Apical (CM, BBM, LM) |

**Continued**
Table 1  Continued

<table>
<thead>
<tr>
<th>Family</th>
<th>Species</th>
<th>Gene name</th>
<th>Alias</th>
<th>Gene ID</th>
<th>OMIM</th>
<th>Tissue distribution</th>
<th>Localization</th>
<th>Driving force</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABCC</td>
<td>Mrp1</td>
<td>Mouse</td>
<td>–</td>
<td>17250</td>
<td>–</td>
<td>Muscle, lung, testis, heart, kidney, spleen, brain</td>
<td>Kidney, CPx:BLM</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abcc1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rat</td>
<td>–</td>
<td>24565</td>
<td>–</td>
<td>Lung, spleen, thyroid gland, testis, bladder, adrenal gland</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MRPI</td>
<td>Human</td>
<td>ABCC1</td>
<td>–</td>
<td>4363</td>
<td>158343</td>
<td></td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mrp2</td>
<td>–</td>
<td>12780</td>
<td>–</td>
<td>Liver, kidney, duodenum &gt; jejunum &gt; ileum</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abcc2</td>
<td></td>
<td></td>
<td></td>
<td>Liver, kidney, duodenum &gt; jejunum</td>
<td>Liver: CM kidney, small intestine: BBM</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cMOAT cMRP</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rat</td>
<td>–</td>
<td>25303</td>
<td>–</td>
<td></td>
<td>Liver: CM kidney, small intestine: BBM</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MRP2</td>
<td>Human</td>
<td>ABCC2</td>
<td>1244</td>
<td>601107</td>
<td>Liver: CM kidney: BBM</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MRP2</td>
<td>Human</td>
<td>ABCC2</td>
<td>1244</td>
<td>601107</td>
<td>Liver: CM kidney: BBM</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mrp3</td>
<td>Mouse</td>
<td>–</td>
<td>76408</td>
<td>–</td>
<td>Colon &gt; duodenum &gt; jejunum &gt; ileum, liver, stomach</td>
<td>BLM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abcc3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rat</td>
<td>–</td>
<td>140668</td>
<td>–</td>
<td>ileum &gt; jejunum, liver (EHBR, TR)</td>
<td>SM/BLM</td>
<td>–</td>
</tr>
</tbody>
</table>
### Table 1

<table>
<thead>
<tr>
<th>Transporter</th>
<th>Species</th>
<th>Gene Name</th>
<th>Gene ID</th>
<th>OMIM</th>
<th>Tissue Distribution</th>
<th>Localization</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRP3</td>
<td>Human</td>
<td>ABCC3</td>
<td>8714</td>
<td>604323</td>
<td>Liver, intestine</td>
<td>Liver: SM</td>
</tr>
<tr>
<td>Mrp4</td>
<td>Mouse</td>
<td>Abcc4</td>
<td>239273</td>
<td>–</td>
<td>Kidney, liver (very low), BBB, CPx</td>
<td>Kidney, BBB: apical liver, CPx: basal</td>
</tr>
<tr>
<td>Rat</td>
<td></td>
<td></td>
<td>170924</td>
<td>–</td>
<td>Kidney, liver</td>
<td>Kidney, BBB: apical liver, CPx: basal</td>
</tr>
<tr>
<td>MRP4</td>
<td>Human</td>
<td>ABCC4</td>
<td>10257</td>
<td>605250</td>
<td>Kidney, liver</td>
<td>Kidney, BBB: apical liver, CPx: basal</td>
</tr>
<tr>
<td>Rat</td>
<td></td>
<td></td>
<td>312382</td>
<td>–</td>
<td>Small and large intestine, kidney, liver, brain</td>
<td>Liver: CM, small intestine: BBM BBB: LM ND</td>
</tr>
<tr>
<td>BCRP</td>
<td>Human</td>
<td>ABCG2</td>
<td>9429</td>
<td>603756</td>
<td>Ubiquitous</td>
<td>Liver: CM, small intestine: BBM BBB: LM ND</td>
</tr>
</tbody>
</table>

**Abbreviations:** (?) there is a discrepancy; ND, not determined; SLC, solute carrier; SM, sinusoidal membrane; CM, canalicular membrane; BLM, basolateral membrane; BBM, brush border membrane; LM, luminal membrane; ALM, abluminal membrane; BBB, brain capillary endothelial cells; CPx, choroid plexus.
<table>
<thead>
<tr>
<th>Tissue</th>
<th>Process</th>
<th>From</th>
<th>To</th>
<th>In vitro transport experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liver</td>
<td>Uptake</td>
<td>Blood</td>
<td>Parenchymal cells</td>
<td>Isolated, cultured cryopreserved hepatocytes, sinusoidal membrane vesicles, transporter expression system</td>
</tr>
<tr>
<td></td>
<td>Efflux</td>
<td>Parenchymal cells</td>
<td>Blood</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Excretion</td>
<td>Parenchymal cells</td>
<td>Blood</td>
<td>Canalicular membrane vesicles, transporter expression system</td>
</tr>
<tr>
<td>Kidney</td>
<td>Uptake</td>
<td>Blood</td>
<td>Epithelial cells</td>
<td>Kidney slices, isolated and cultured renal epithelial cells, basolateral membrane vesicles, transporter expression system</td>
</tr>
<tr>
<td></td>
<td>Efflux</td>
<td>Epithelial cells</td>
<td>Blood</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Excretion</td>
<td>Epithelial cells</td>
<td>Urine</td>
<td>Brush border membrane vesicles, transporter expression system</td>
</tr>
<tr>
<td></td>
<td>Reabsorption</td>
<td>Urine</td>
<td>Epithelial cells</td>
<td>Brush border membrane vesicles, transporter expression system</td>
</tr>
<tr>
<td>Small intestine</td>
<td>Uptake</td>
<td>Digestive tract</td>
<td>Epithelial cells</td>
<td>Everted sac, Ussing-chamber experiments using intestinal epithelium, brush border membrane vesicles, Caco-2 cells monolayer, transporter expression system</td>
</tr>
<tr>
<td></td>
<td>Efflux</td>
<td>Epithelial cells</td>
<td>Digestive tract</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Absorption</td>
<td>Epithelial cells</td>
<td>Blood</td>
<td>Everted sac, Ussing-chamber experiments using intestinal epithelium, basolateral membrane vesicles, Caco-2 cells monolayer</td>
</tr>
<tr>
<td>Tissue</td>
<td>Transport direction</td>
<td>Process</td>
<td>From</td>
<td>To</td>
</tr>
<tr>
<td>--------------</td>
<td>---------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>-------------------------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>Excretion</td>
<td>Blood</td>
<td>Epithelial cells</td>
<td>Everted sac, Ussing-chamber experiments using intestinal epithelium, basolateral membrane vesicles, Caco-2 cells monolayer</td>
<td></td>
</tr>
<tr>
<td>BBB</td>
<td>Uptake</td>
<td>Blood</td>
<td>Endothelial cells</td>
<td>Primary cultured cerebral endothelial cells, immortalized cell line</td>
</tr>
<tr>
<td>BBB</td>
<td>Uptake</td>
<td>Endothelial cells</td>
<td>Brain parenchyma</td>
<td>--</td>
</tr>
<tr>
<td>BBB</td>
<td>Efflux</td>
<td>Brain parenchyma</td>
<td>Endothelial cells</td>
<td>--</td>
</tr>
<tr>
<td>BBB</td>
<td>Efflux</td>
<td>Endothelial cells</td>
<td>Blood</td>
<td>Primary cultured cerebral endothelial cells, immortalized cell line</td>
</tr>
<tr>
<td>BCSFB</td>
<td>Uptake</td>
<td>Blood</td>
<td>Epithelial cells</td>
<td>Primary cultured choroid epithelial cells, immortalized cell line</td>
</tr>
<tr>
<td>BCSFB</td>
<td>Uptake</td>
<td>Epithelial cells</td>
<td>Brain parenchyma</td>
<td>--</td>
</tr>
<tr>
<td>BCSFB</td>
<td>Efflux</td>
<td>Brain parenchyma</td>
<td>Epithelial cells</td>
<td>--</td>
</tr>
<tr>
<td>BCSFB</td>
<td>Efflux</td>
<td>Epithelial cells</td>
<td>Blood</td>
<td>Primary cultured choroid epithelial cells, immortalized cell line</td>
</tr>
<tr>
<td>Tumor</td>
<td>Uptake</td>
<td>Blood</td>
<td>Tumor</td>
<td>Cell line, membrane vesicles</td>
</tr>
<tr>
<td>Tumor</td>
<td>Efflux</td>
<td>Tumor</td>
<td>Blood</td>
<td>Cell line, membrane vesicles</td>
</tr>
</tbody>
</table>
in vivo pharmacokinetic analyses
substrate:
pharmacokinetic profiles (bioavailability, hepatic and renal clearance)
concomitant drug:
given orally intravenously
inhibition of transport in other organs
inhibition of hepatobiliary transport
peak unbound concentration in the circulating blood ($C_{\text{max},u,i}$)

**Prediction of drug drug interaction**

Inhibition of the target transporter the concomitant drugs

\[
R_{\text{tot}} = \sum n_i R_i = \sum \frac{n_i}{1 + C_{u,i}/K_i} \quad (\sum n_i = 1)
\]

\[
R_{\text{net}} = R_{\text{uptake}} \times R_{\text{excretion}}
\]

\[
\text{Figure 1} \quad \text{The schematic diagram for the prediction of drug-drug interactions involving membrane transport from in vitro transport experiments.}
\]

intermediate complex of substrate and transporter, but does inhibit the subsequent translocation process (Eq. 2).

\[
PS_{\text{int}} = \frac{V_{\text{max}}/(1 + C_{u,i}/K_i)}{K_m + C_u} \quad \text{competitive}
\]

\[
PS_{\text{int}} = \frac{V_{\text{max}}}{K_m(1 + C_{u,i}/K_i) + C_u} \quad \text{noncompetitive}
\]

where $C_{u,i}$ and $K_i$ represent the unbound concentration of an inhibitor around a transporter and its inhibition constant, respectively. When the substrate concentration is much lower than the $K_m$ value (so-called linear condition, this assumption holds true for many drugs at their clinical dosages), the intrinsic membrane transport clearance can be expressed by the following equation, independently of the type of inhibition.

\[
PS_{\text{int}} = \frac{V_{\text{max}}}{K_m(1 + C_{u,i}/K_i)}
\]
The degree of inhibition ($R$) is defined as follows

$$R = \frac{PS_{\text{int}}(+\text{inhibitor})}{PS_{\text{int}}(-\text{inhibitor})} = \frac{1}{1 + C_{u,i}/K_i}$$  (4)

where $PS_{\text{int}}(+\text{inhibitor})$ and $PS_{\text{int}}(-\text{inhibitor})$ represent the intrinsic membrane transport clearance in the presence and absence of inhibitor, respectively. Finally, the unbound concentration of inhibitors at clinical dosage and inhibition constant ($K_i$) for the target transporter are necessary to predict the interaction in vivo. The inhibition constant can be determined by kinetic analysis of the data from an in vitro transport study using isolated or cultured cells, membrane vesicles, and gene expression systems, etc. (Table 2). It is recommended to use human-based experimental systems to obtain kinetic parameters. Although animal-based experimental systems are readily available, species differences in the kinetic parameters and the relative contribution of the transporters cannot be ruled out.

When multiple transporters participate in the membrane transport of a drug, not only the degree of inhibition of the target transporter but the contribution of the transporter to the net transport process, is taken into consideration for the prediction (Eq. 5) (2).

$$R_{\text{net}} = \sum n_j R_j = \sum \frac{n_j}{1 + C_{u,i,j}/K_{i,j}} \left( \sum n_j = 1 \right)$$  (5)

where $R_j$ represents the degree of inhibition for each transporter and $n_j$ represents the contribution of the transporter to the net membrane transport. In the case of hepatobiliary and tubular secretion where transporters are involved both in the uptake and efflux processes, the overall degree of inhibition can be approximated by multiplying the degrees of inhibition at the uptake and efflux processes (Eq. 6) (2).

$$R_{\text{overall}} \leq R_{\text{uptake}} \times R_{\text{excretion}}$$  (6)

Strictly speaking, the calculation of $R_{\text{excretion}}$ requires the unbound concentration in the tissue, which is not available in most of the case. It is recommended to perform sensitivity analysis of $R_{\text{excretion}}$ by changing the tissue concentration from the plasma unbound concentration to the 10-fold greater values. When even 10-fold greater concentration does not affect $R_{\text{excretion}}$ significantly, inhibition will not occur.

We have previously proposed a simple method for predicting in vivo drug-drug interactions involving cytochrome P450 (CYP)-mediated metabolism based on in vitro experiments, using Eq. (4), for prescreening of the drug-drug interaction (3,4). For the drug-drug interactions in the renal transport and the efflux transport at the blood-brain barriers (BBB), the peak unbound concentration in the blood has been used, which gives maximum inhibition of the transporter at the dosage. For hepatic transport, when inhibitors are given intravenously, the peak unbound
concentration in the blood will also provide the degree of inhibition of hepatic transport. However, when inhibitors are given orally, the concentration in the inlet to the liver is often higher than the peak concentration in the circulating blood, and thus, maximum inhibition should be predicted using the inlet concentration. To avoid false negative predictions, maximum unbound concentration of inhibitors in the inlet to the liver (\(C_{u,i}\)) can be approximated by the following equation (3,4).

\[
C_{u,i} \leq C_{i,max} + \frac{k_{a} \cdot D \cdot F_{a}}{Q_{H}}
\]

where \(k_{a}\), \(F_{a}\), and \(Q_{H}\) represent the absorption rate constant, the fraction absorbed from the gastrointestinal tract into the portal vein, and the hepatic blood flow rate, respectively. It should be noted that this approximation overestimates the \(C_{u,i}\), and thereby, the degree of inhibition. When the predicted \(R\) value is close to unity, the possibility of a drug-drug interaction can be excluded. In other cases, more detailed analysis using physiologically based pharmacokinetic model is required for more precise prediction.

III. METHODS TO EVALUATE TRANSPORTER-MEDIATED DRUG INTERACTIONS

Table 2 shows the in vitro methods for evaluating drug-drug interactions. Details of the experimental conditions are readily available in the references cited in this section.

A. In Vitro Transport Systems Using Tissues, Cells, and Membrane Vesicles

1. Isolated/Cultured Hepatocytes

Hepatocytes freshly prepared are subjected to the transport study using a centrifugal filtration technique. After incubating the hepatocytes with test compounds, the reaction was terminated by separating the cells from the medium by passing through the layer of a mixture of silicone and mineral oil (density: 1.015) by centrifugation. The hepatic uptake of peptidic endothelin antagonists by freshly isolated rat hepatocytes was extrapolated to give the in vivo uptake clearance based on the assumption of a well-stirred model; they were very close to those obtained by in vivo integration plot analysis (Fig. 2) (5). Thus, isolated hepatocytes are a good model for evaluating hepatic uptake clearance. Because of progress in cryopreservation techniques, cryopreserved human hepatocytes are now available from several commercial sources for transport studies. Shitara et al. demonstrated that cryopreserved human hepatocytes retained saturable uptake of typical organic anions, such as estradiol-17\(\beta\)-glucuronide (E217\(\beta\)G) and taurocholate (TCA), and sodium-dependence of TCA uptake (6). Cryopreserved hepatocytes are now frequently used for the characterization of hepatic uptake of drugs in human. Since there is a large interbatch difference, it is recommended to prescreen the cryopreserved human hepatocytes with high
uptake activities of E217βG and TCA, typical substrates for OATP1B1 and NTCP respectively, and determine the uptake of test compounds, at least, three batches of hepatocytes (7).

Cultured hepatocytes can be applied to measure the hepatic uptake of compounds. Since they attach to the cell culture dish, it can be washed several times to remove extracellular compounds. The disadvantage of this system is that the expression levels of transporters decrease during culture: a saturable component for the uptake of pravastatin into cultured rat hepatocytes is reduced to 70% by a 6-hour culture, and to 33% by a 24-hour culture, although the non-saturable component remained constant during culture (8). The time of culture should be no more than four to six hours, the minimum time for cell attachment. Cultured hepatocytes on the collagen-coated dish do not form bile canaliculi. LeCluyse et al. demonstrated that a collagen-sandwich configuration made hepatocytes form bile canaliculi (9). The transport activity was retained to some extent even in 96-hour cultured rat hepatocytes (10). The cell accumulation of methotrexate (MTX), [D-pen2,5]enkephalin, and TCA was 1/5~1/2 that in a three-hour culture of hepatocytes, while the uptake of salicylate was comparable (10). Incubating the hepatocytes in the absence of Ca²⁺ for 10 min disrupts the bile canaliculi (11). The cumulative biliary excretion of drug in this system is

Figure 2  Comparison between the uptake clearance obtained in vivo and that extrapolated from the in vitro transport study of endothelin antagonists. In vivo uptake clearance of endothelin antagonists (BQ-123, BQ-518, BQ-485, compound A) was evaluated by integration plot analysis using the plasma concentration–time profile after intravenous administration (500 nmol/kg) and the amount of drug in the liver and that excreted in the bile. In vitro hepatic uptake clearance was measured using isolated rat hepatocytes and was extrapolated to the in vivo uptake clearance assuming the well-stirred model. Source: From Ref. 5.
obtained by comparing the cumulative accumulation of drugs with or without preincubation of Ca\(^{2+}\) free butter. Liu et al. compared in vitro biliary excretion clearance with in vivo intrinsic clearance obtained from biliary excretion clearance based on the well-stirred model and found a good correlation for the five compounds examined, inulin, salicylate, MTX, [\(\text{D}-\text{pen}^{2,5}\)enkephalin, and TCA, using this system (10). In sandwich-cultured rat hepatocytes, the P-glycoprotein (P-gp) expression was increased during six days of incubation, while their uptake transporters (Oatp1a1 and Oatp1a4) were similar or rather decreased during incubation (12). Human hepatocytes also form canalicular network following a four-day incubation in sandwich culture (12). The expression of uptake transporters (OATP1B1 and OATP1B3) and canalicular ABC transporters, such as P-gp and multidrug-resistance-associated protein 2 (MRP2), increased for 6 days in comparison with that in day 1.

2. Membrane Vesicles

The methods for preparing brush border membrane vesicles from intestine, kidney, and choroid plexus, basolateral membrane vesicles from kidney, sinusoidal and canalicular membrane vesicles from liver and luminal and abluminal membrane of the brain capillary endothelial cells are readily available in the literature (13–21). The advantages of using membrane vesicles for transport studies are (1) its suitability for examining the driving force of transport by changing the ion composition or ATP concentration, (2) its suitability for measuring the transport across the basolateral or brush border membranes separately, and (3) negligible intracellular binding and metabolism. It is important to characterize the preparation of membrane vesicles in terms of purity and orientation. Purity can be estimated by the enrichment of the relative activity of marker enzymes for the target plasma membrane (13–21). Orientation is particularly important for measuring primary active transport. There are two orientations in the membrane vesicles, i.e., physiological (right-side out) and inverted (inside-out) orientation (13–21). Since ATP binding sites are located in the intracellular domain, the domain is exposed to the transport butter only in the membrane vesicles with inside orientation, allowing access of ATP, and accumulation of substrate drugs into the membrane vesicles. Indeed, Kamimoto et al. demonstrated that inside-out-oriented, but not right-side-out-oriented, canalicular membrane vesicles exhibit ATP-dependent uptake of daunomycin (22). Therefore, a low fraction of inside-out membrane vesicles makes it difficult to detect the ATP-dependent uptake of drugs. Generally speaking, as far as secondary or tertiary active transporters are concerned, orientation is not important, because the transport mediated by these transporters is bidirectional.

3. Kidney Slices

Kidney slices have been widely used to characterize renal uptake. The extracellular marker compounds, such as methoxyinulin and sucrose, were below the limit of detection in the luminal space of the proximal tubules, while they could
be detected in the extracellular space (23). Therefore, the kidney slices allow only a limited access of drugs from the luminal space in the kidney slices, but free access from the basolateral side. In vitro studies using kidney slices have proved its usefulness for examining uptake mechanisms of drugs. Hasegawa et al. demonstrated that the uptake of \( p \)-aminohippurate (PAH) and pravastatin by rat kidney slices is mediated by different transports by mutual inhibition study and an inhibition study using benzylpenicillin (PCG) (24). Fleck et al. prepared kidney slices from human kidney and demonstrated the active accumulation of PAH and MTX, suggesting that human kidney slices also retain the activities of organic anion transporters (25–27). Nozaki et al. determined mRNA expression of OAT1 and OAT3 and the uptake of OAT1 and OAT3 substrates in human kidney slices (28). Although there was large interbatch difference, OAT1 and OAT3 mRNA levels correlated well, and there was a good correlation between the uptakes of PAH and benzylpenicillin by kidney slices. Thus, human kidney slices retain the contribution of OAT1 and OAT3, and can be used to investigate the renal uptake mechanism of drugs. However, the possible impact of disease state and patient drug treatments on OAT function in the available source tissues is unknown, and caution must be used when extrapolating such data to quantitative evaluation of the normal human response.

4. Everted Sac

This method is used to measure drug absorption from the mucosal to serosal side (29). A segment of intestine is everted and, thus, the mucosal side is turned to the outside. Drug absorption is evaluated by measuring the amount of drug that appears inside the sac when the everted sac is incubated in the presence of test compound. Since a segment of intestine is used for the assay, not only transport but also metabolism should be taken into consideration. Barr et al. improved this method so that they could measure the drug concentration–time profile in one everted intestine (30).

5. Ussing Chamber Method

A segment of small intestine is opened along the mesenteric border to expose the epithelial cells and is mounted on the diffusion cell chamber after the longitudinal muscle fibers have been carefully stripped from the serosal side. The transcellular transport of test compound from the mucosal to serosal side, and vice versa, is measured to evaluate the drug absorption. There are two routes, i.e., the transcellular and paracellular routes, connecting the mucosal and serosal sides. Ussing chamber method allows the determination of electrophysical parameters such as membrane electroresistance, membrane potential and short circuit current, and the transport via the transcellular and paracellular routes can be evaluated separately (31,32). The transport of ionized drug via the paracellular route is sensitive to the potential difference, while that via the transcellular route is not, because of the high electrical resistance of plasma membrane. By measuring the transport rate at different potential difference (the voltage clamp method), the contribution of
transport via the paracellular route can be evaluated. Also, in this system, metabolism should be taken into account.

6. Caco-2 Cells

Caco-2 cells, which are derived from human colorectal tumor, are used as an in vitro system for the intestine (33–35). Caco-2 cells retain the specific features of intestinal epithelial cells and differentiate to form tight junction and microvilli, but without a mutin layer. When Caco-2 cells are cultivated on a porous filter, they differentiate and form tight junctions and microvilli (36), and the membrane electroresistance and the permeability of mannitol (a marker for paracellular leakage) reach a plateau 15 days after seeding (36). Thus, at least, a 15-day culture period is needed for such transport studies. Absorption can be evaluated by measuring transcellular transport across a monolayer of Caco-2 cells cultured on a porous filter. Gres et al. examined the correlation between the fraction absorbed and the permeability from the apical-to-basal side of Caco-2 cells using 20 different compounds and showed that the compounds with high permeability were highly absorbed (Fig. 3) (37). The expression of dipeptide transporter (PEPT1) (38), amino acid transporter (39), monocarboxylic acid transporter (40), P-gp (41), MRP2 (42), and breast cancer resistance protein (BCRP) (43) has

![Figure 3](https://example.com/figure3.png)

**Figure 3** Correlation between the fraction absorbed and the membrane permeability in Caco-2 cells. $P_{app}$ represents the membrane permeability of following 20 compounds, and was obtained by measuring the transcellular transport from the apical-to-basal side in Caco-2 cells. The fraction absorbed was obtained from literature. A: amoxicillin, B: antipyrine, C: atenolol, D: cafféin, E: cephalaxin, F: cyclosporin A, G: enalaprilate, H: L-glutamine, I: hydrocorisone, J: inulin, K: D-mannitol, L: metoprolol, M: L-phenylalanine, N: PEG-400, O: PEG-4000, P: propranolol, Q: sucrose, R: taurocholate, S: terbutaline, T: testosterone. **Source:** From Ref. 37.
been confirmed on the apical membrane of Caco-2 cells. For instance, the permeability of P-gp substrates from the apical-to-basal side is lower than that in the opposite direction due to active efflux on the apical side (44), which was diminished in the presence of P-gp inhibitors (verapamil in Fig. 4) (44). Therefore, the Caco-2 cell is a useful model for evaluating drug-drug interactions where these transporters are involved.

7. Brain Capillary Endothelial Cells

Primary cultured porcine or bovine brain capillary endothelial cells have been used as an in vitro model for the BBB. Recently, an immortalized cell line has been established from mouse, rat, and human brain capillary endothelial cells by infection with Simian virus 40 or transfection of SV40 large T antigen (45–47). Tatsuta et al. established an immortalized mouse brain capillary endothelial cell line (MBEC4). The activity of γ-glutamyl transpeptidase and alkaline phosphatase, specific marker enzymes for brain capillary endothelial cells, was half that in the brain capillary (45). Also, P-gp was expressed on the apical membrane of MBEC4 cells, which corresponds to the abluminal membrane of the brain.
capillary (45). These indicate that MBEC4 cells retain some of the characteristics of brain capillary endothelial cells. It should be noted that Mdr1b, but not Mdr1a, is expressed in MBEC4 cells, although mdr1a is a predominant subclass in mouse brain capillary endothelial cells (45). The expression level of Mdr1b increases in primary cultured rat brain capillary endothelial cells, while that of mdr1a decreases (47). In addition, immortalization and culture increase the expression of multidrug resistance associated protein 1 (Mrp1) (48,49).

B. Gene Expression Systems

The advantage of using a gene expression system is that the kinetic parameters for the target transporter can be obtained. Once the responsible transporters are identified, the possibility of drug-drug interactions can be examined using gene expression systems comprehensively. This will save time and materials, otherwise the uptake or excretion needs to be examined in vivo with many possible combinations of drugs. According to our prediction method, the maximum unbound concentration and \( K_i \) are needed to determine the degree of inhibition for each transporter under clinical conditions. They can be obtained from the pharmacokinetic data in clinical trials and from in vitro transport studies, respectively. As mentioned previously, when a drug is transported by several transporters, the contribution of each needs to be estimated to predict the degree of overall drug-drug interaction. To determine the contribution, gene deficient/knockout animals are helpful compared with normal/wild-type animals, according to the pharmacokinetic profile of both. Animals such as Mdr1a(−/−), Mdr1a/1b(−/−), Mrp1(−/−), Mrp2(−/−), Mrp3(−/−), Mrp4(−/−), Bcrp(−/−), Oct1(−/−), Oct2(−/−), Oat1(−/−), Oat3(−/−) and Pept2(−/−) mice, Octn2-deficient mutant mice (jvs), and Mrp2-deficient mutant rats [TR and Eisai hyperbilirubinemic rats (EHBR)] have been established.

1. RAF Method

To evaluate the contribution of uptake process, relative activity factor (RAF) method has been used in hepatocytes and kidney slices. The scheme for this method is shown in Figure 5. Assuming that the transport activities of test compounds relative to that of reference compound for specific transporters is preserved between hepatocytes/kidney slices and cDNA-transfectants, multiplying the transport activities of test compounds in the cDNA transfectants by the ratio of the transport activities of reference compounds in the cDNA transfectants and hepatocytes/kidney slices gives the transport activities of test compounds mediated by the specific transporters in the hepatocytes/kidney slices. Thus, comparing the predicted transport activity among candidate transporters will allow the rough estimation of the contribution of each transporter. Kouzuki et al. applied this concept to evaluate the contribution of Oatp1a1 and sodium taurocholate transporting polypeptide (Ntcp) to the net uptake of organic anion and bile acids in primary cultured rat hepatocytes and cDNA-transfected COS-7 cells (50,51). They used E217βG and TCA as reference compounds for
Oatp1a1 and Ntcp, respectively, and found that they account for the part of the hepatic uptake. Hirano applied this method to evaluate the contribution of OATP1B1 and OATP1B3 to the uptake of pitavastatin by cryopreserved human hepatocytes using estrone sulfate and cholecystokinin (CCK-8) as reference compounds for OATP1B1 and OATP1B3, respectively (7). The sum of the predicted values was comparable with the observed values in the cryopreserved human hepatocytes, and, by comparing the predicted transport activities by OATP1B1 and OATP1B3, they concluded that the hepatic uptake of pitavastatin is mainly mediated by OATP1B1. This estimation was supported by inhibition by E217βG (OATP1B1/OATP2B1 inhibitor) and estrone sulfate (OATP1B1/OATP1B3

\[
\text{contribution} = \frac{\text{CL}_{h,t,ref} \cdot \text{CL}_A}{\text{CL}_{h,t,ref} + \text{CL}_{h,B} + \text{CL}_{h,C}}
\]
inhibitor) (52). Hasegawa et al. also applied this RAF method for evaluating the contribution of OAT1 and OAT3 to the net uptake of drugs in rat kidney slices using PAH and pravastatin as reference compounds for OAT1 and OAT3, respectively (53).

2. Double Transfectants

Hepatobiliary and tubular secretions in the kidney are characterized by vectorial transport across the epithelial cells from blood side to the luminal side. Except lipophilic compounds, uptake and efflux transporters coordinately form this vectorial transport (Fig. 6). Coexpression of uptake and efflux transporters in the polarized cell line (LLC-PK1, MDCK, and MDCK II cells) allows evaluation of the hepatobiliary and tubular secretion by measuring the transcellular transport across the double transfectants cultured on a porous membrane. Such double transfectants have been established in the following combinations; OATP1B1/ MRP2 (54–55), OATP1B1/P-gp (56), OATP1B1/BCRP (56), OATP1B3/MRP2 (55,57), OATP2B1/MRP2 (55), OATP2B1/BCRP (58), OATP1B1/1B3/2B1/ MRP2 (55), Oatp1b2/Mrp2 (59), Ntcp/Bsep (60), NTCP/BSEP (61) for hepatobiliary transport of organic anions and bile acids, Oat3/RST for tubular secretion of organic anions in the kidney (62), and ASBT/OSTα/β for intestinal transport of bile acids (63). Considering the scaling factor, the clearance values for in vitro transcellular transport across the monolayers of Oatp1b2/Mrp2 cells correlated well with those for in vivo biliary clearance (Fig. 6) (59).

IV. DRUG TRANSPORTERS

A. Secondary or Tertiary Active Transporters (SLC Family)

1. Organic Anion Transporting Polypeptide (OATP/SLCO) Family

OATP/SLCO superfamily is classified into six families in mammalians (64). This chapter described the characteristics of three families (OATP1, OATP2, and OATP4), which have been suggested to be involved in the drug disposition, i.e., hepatic uptake process, basolateral uptake and reabsorption in the kidney, intestinal uptake, and efflux transport in the barriers of central nervous system.

Oatp1/OATP1 family is comprised of three subfamilies. There is great interspecies difference in the number of genes forming the subfamily “a” and “b” between human and rodents. Rodent Oatp1 subfamily a consists of five isoforms (Oatp1a1, Oatp1a3, Oatp1a4, Oatp1a5, and Oatp1a6), which exhibit high amino acid, identical to each other (>70%), while only OATP1A2 is the human isoform.

Oatp1a1 was isolated from rat liver as a candidate for sodium-independent uptake of organic anions (65). Oatp1a1 is localized to the sinusoidal membrane in the rat liver and the brush border membrane in the male kidney (66). Cumulative studies have elucidated its broad substrate specificity, including...
Figure 6  Directional transport of pravastatin in Oatp1b2/Mrp2 double transfectants in the apical direction (A), and comparison of in vivo biliary excretion clearance and in vitro transcellular transport clearance across the double transfectant (B). (A) Transcellular transport across the monolayers of MDCK II cells was determined in the basal-to-apical and the opposite direction. (B) The x axis represents $CL_{int}$ determined in vitro multiplied by $f_B$ and the scaling factor, and the y axis represents the in vivo biliary clearance defined for the blood ligand concentrations. The symbol (●) represents data whose x axis values were corrected for the scaling factor ($\alpha = 17.9$). The solid line represents the theoretical curve, and the symbol (○), the observed data. Source: From Ref. 59.
amphipathic organic anions, such as bile acids and steroid conjugated with sulfate or glucuronide, and type II organic cations, such as N-(4,4'-azo-n-pentyl)-21-deoxyajmalinium (APDA), N-methyl-quinine, and rocuronium (65,67). Oatp1a1 mediates active transport; however, the driving force has not been identified yet. An outward concentration gradient of glutathione has been suggested as driving force since uptake of TCA and leukotriene C₄ by Oatp1a1 was influenced by the intracellular concentration of reduced glutathione in Xenopus laevis oocytes (68).

Oatp1a3 consists of two variants (Oat-k1 and Oat-k2) in the kidney (69,70). Oat-k2 lacks 172 amino acids at the amino terminal (70). The localization of Oat-k1 has been suggested to be brush border membrane of the renal tubules since polyclonal antibody detected Oat-k1 only in the brush border membrane–enriched fraction from the kidney (71). In contrast to other Oatps, Oat-k1 mediates facilitated transport since the uptake by Oat-k1 was insensitive to an ATP depleter (sodium azide) (69). Oat-k1 accepts only folate derivatives such as MTX and folate, while the substrates of Oat-k2 include TCA and prostaglandin E₂ in addition to these folate derivatives (69,70).

Oatp1a4 is expressed in the liver and brain (72–74), sinusoidal membrane of the hepatocytes around the central vein (75), the luminal and abluminal membrane of the brain capillaries (76), and the basolateral membrane of choroid plexus epithelial cells (76). Substrate specificity of Oatp1a4 is similar to Oatp1a1 (67,73,75,77) except for digoxin, which is a high-affinity substrate of Oatp1a4 (72). In the brain, Oat1a4 has been suggested to be involved in the efflux transport of amphipathic organic anions across the BBB (78–81) and in the uptake of [d-pen²,⁵]enkephalin from the blood circulation (82). The brain uptake of [d-pen²,⁵]enkephalin is limited by P-gp under normal condition: Knockout of Mdr1a increased the brain uptake of [d-pen²,⁵]enkephalin, which was inhibited by Oatp substrates including digoxin.

Oatp1a5 is expressed in the rat female cerebral cortex (83), choroid plexus (84), and small intestine (83,85), but is very low in mouse tissues (74). Reverse transcriptase polymerase chain reaction (RT-PCR) analyses have shown that Oatp1a5 is expressed in the brain capillary and that immunofluorescence by Oatp1a5 antibody detected protein expression in the brain capillaries, although the exact membrane localization has not been determined (86). In the choroid plexus and small intestine, it is expressed on the brush border membrane (84,85). Functional expression studies of Oatp1a5 have confirmed its broad substrate specificity for amphipathic organic anions, such as bile acids and steroid conjugates, and thyroid hormones (73,84,85,87). It has been suggested to play a major role in the uptake of amphipathic organic anions by the choroid plexus from the cerebrospinal fluid (84) and also to mediate the intestinal uptake of fexofenadine (88), while the role of Oatp1a5 in the brain capillaries remains to be elucidated.

Human OATP1A2 was originally isolated from the liver (89). However, its expression in the liver is low in comparison with OATP1B1 (90,91); rather it is
abundantly expressed in the brain capillary endothelial cells (89,92). As in the case of rodent homologs, OATP1A2 accepts organic anions such as bile acids, a neutral compound such as ouabain, and type II organic cations such as APDA, N-methyl-quinidine, N-methyl-quinine, and rocuronium as substrates (89,93).

Oatp1/OATP1 subfamily b consists of three members: one in rodents (Oatp1b2) and two in humans (OATP1B1 and OATP1B3). OATP1B1 and OATP1B3 are expressed predominantly in the liver, where it is localized to the sinusoidal membrane (90,94–98), and Oatp1b2 is also predominantly expressed in the liver (74,99,100). The members of Oatp1/OATP1 subfamily b exhibit broad substrate specificities, amphipathic organic anions, such as bile acids, steroid conjugated with sulfate and glucuronide, statins, and sartans (87,90,94–98,101,102). Estrone-3-sulfate is selectively transported by OATP1B1 (103), while CCK-8 is selectively transported by OATP1B3, but not by OATP1A1, OATP1B1, and OATP2B1 (104). Therefore, they were used for the reference compound for probing OATP1B1 and OATP1B3 activities in human hepatocytes (7). Oatp1b2 accepts both estrone-3-sulfate and CCK-8 as substrate (87,104).

Oatp1c/OATP1C1, of Oatp1/OATP1 subfamily “c”, is the brain specific isoform and has been considered to be involved in the thyroid hormone (thyroxine) transport (105–107).

OATP2B1 is ubiquitously expressed in the normal tissues (74,96). In comparison with human OATP1 family, OATP2B1 exhibited narrow substrate specificity (108). It is expressed in the sinusoidal membrane on the hepatocytes (108) and brush border membrane in the small intestine (109). OATP2B1 has been considered to mediate the intestinal absorption of fexofenadine and estrone sulfate (109,110).

OATP4C1 is the isoform predominantly expressed in the human kidney, and its rat isoform is expressed in the lung and kidney (111). In the kidney, it is mainly expressed in the basolateral membrane of the proximal tubules, and functional analysis elucidated that it accepts digoxin and T3 as substrates (111).

2. Organic Cation Transporter (OCT/SLC22)


Oct1 (Slc22a1) is expressed in the liver and kidney (112,113), while OCT1 is expressed predominately in the kidney (114). Oct1 is localized to the sinusoidal membrane of the hepatocytes surrounding the central vein and basolateral membrane in the kidney (115,116). Although the membrane localization has not been determined, Oct1 is likely expressed in the basolateral membrane of the small intestine since the distribution of metformin and intestinal excretion of tetraethylammonium (TEA) following intravenous injection was decreased in Oct1(−/−) mice (117,118). The reduction in the distribution of metformin in Oct1(−/−) was the most prominent in the duodenum followed by jejunum and ileum, but unchanged in the colon, which was consistent with the mRNA of Oct1 distribution from
duodenum to ileum (119). Oct1 mediates the uptake of TEA, which was sensitive to the membrane potential, and thus, it is classified as facilitated transporter (112). Following drugs have been shown to be Oct1/OCT1 substrate: biguanides (metformin, buformin, and phenformin) (117), H2 receptor antagonists (cimetidine, ranitidine, and famotidine) (120,121), acyclic guanosine derivatives (acyclovir and ganciclovir) (122). In Oct1(−/−) mice, the distribution of TEA, MPP⁺, metiodobenzylguanidine, and metformin in the liver was significantly decreased, while that of cimetidine and choline was unchanged (117,118).

Oct2/OCT2 is predominantly expressed in the kidney (113,119), where it is localized in the basolateral membrane of the proximal tubules (123,124). Oct2/OCT2 exhibited overlapped substrate specificity with Oct1/OCT1. Comparison of substrate recognition between Oct1 and Oct2 was performed using a gene expression system. Although the inhibition constants of MPP⁺, cimetidine, quinidine, nicotine, NMN, guanidine on Oct1- or Oct2-mediated TEA transport were very similar (115), the relative transport activity is different in gene transfected HEK-293 cells: the transport activity of choline relative to MPP⁺ was higher in Oct1 than in Oct2, and vice versa for cimetidine, creatinine, and guanidine (121). Oct2/OCT2 more efficiently transports metformin because of greater $V_{\text{max}}$ value (125). There was no difference in the transport activities of cimetidine, ranitidine, and famotidine by Oct1, while Oct2 efficiently transports cimetidine rather than ranitidine and famotidine (120). Both Oct1 and Oct2 are expressed in the rodent kidney and are involved in the net uptake of TEA. At steady state, the kidney concentration of TEA was decreased in both Oct1(−/−) and Oct2(−/−) mice with equal degree, and further decreased in Oct1/2(−/−) mice, and renal clearance of TEA was decreased to glomerular filtration rate in Oct1/2(−/−) mice (126).

OCT3 was isolated from the placenta, and when expressed in X. laevis oocytes, it mediates the uptake of TEA and guanidine in a membrane voltage-dependent manner (127). Oct3 is ubiquitously expressed in normal tissue with low level, and, among them, gonads (testes and ovaries), placenta, and uterus exhibited relatively high expression (119). In Oct3(−/−) mice, only heart and fetus exhibited reduced accumulation of MPP⁺ in comparison with wild-type mice (128). The role of Oct3 in drug disposition remains unclear.

3. Organic Anion Transporter (OAT/SLC22)

Oat/OAT family consists of five members: Oat1/OAT1 (SLC22A6), Oat2/OAT2 (SLC22A7), Oat3/OAT3 (SLC22A8), OAT4 (SLC22A11), and Oat5 (Slc22a19).

Oat1 was cloned by expression cloning using X. laevis oocytes by coexpression of sodium-dicarboxylate transporter, which forms outward concentration gradient of dicarboxylate to drive Oat1-mediated uptake (129). Oat1 is predominantly expressed in the kidney, where it is localized in basolateral membrane of the proximal tubules (130). Oat1 is a multispecific transporter, and it accepts PAH, a typical substrate for this transporter, and relatively hydrophilic small organic
anions, including nonsteroidal anti-inflammatory drugs and cephalosporins, and acyclic nucleotides analogs (129,131–134). Oat1-mediated transport is characterized by trans-stimulation. Preincubation of oocytes expressing Oat1 in the presence of α-ketoglutarate stimulated the initial uptake velocity of PAH, which is a typical character of the basolateral organic anion transporter in the kidney (129). The slices from the kidney of Oat1(−/−) mice exhibited marked reduction in the uptake of PAH and slight reduction in the uptake of fluorescein (135). The renal clearance of PAH was decreased to the glomerular filtration rate, and the renal excretion of furosemide was also decreased, resulting in attenuation of its diuretic effect (135).

Tissue distribution and membrane localization of Oat2/OAT2 exhibit gender and interspecies difference. The kidney expression is markedly higher in female rats than in male rats with similar hepatic expression (136,137), whereas the hepatic expression exhibits gender difference in mice, high in female and almost absent in male (138), although a controversial result was also obtained (139). Oat2 is localized on the sinusoidal membrane of the rat hepatocytes (140). Functional analyses of Oat2 elucidated that it exhibits substrate specificity similar to Oat1 (141), and accepts nonsteroidal anti-inflammatory drugs, such as salicylate, ketoprofen, and indomethacin as substrate (141–143). Oat2 has been suggested to be involved in the uptake of indomethacin and ketoprofen by rat hepatocytes (142,143).

Rat Oat3 is expressed in the kidney, liver, eye, and brain (144), while its human counterpart is detected predominantly in the kidney (145,146). Oat3/OAT3 is expressed in the basolateral membrane of the proximal tubule in the rat (24) and human kidneys (123,146). In rat brain, Oat3 is expressed in brain capillaries and choroid plexus, where it is localized on the abluminal and brush border membranes of the brain capillaries and choroid plexus epithelial cells, respectively, and accounts for the uptake of hydrophilic organic anions (81,147–150). In comparison with Oat1/OAT1, the substrate specificities of Oat3/OAT3 is more broad and accepts hydrophilic organic anions such as PAH, cephalosporins, 2,4-dichlorophenoxyacetate and hippurate, and amphipathic organic anions, pravastatin, pitavastatin, E217βG, estrone sulfate, dehydroepiandrosterone sulfate (DHEAS), and ochratoxin A (24,53,79,133,144,146,148,151,152). In addition, it accepts some cationic compounds, cimetidine, ranitidine, and famotidine (144,150), which have been known as bisubstrate and recognized by both organic anion and cation transporters (153). Using rat kidney slices, it has been suggested that Oat3 is responsible for the uptake of amphipathic organic anions, such as pravastatin, and steroid conjugated with sulfate (24,53,151). In Oat3(−/−) mice, the renal uptake of amphipathic anions, such as estrone sulfate and TCA was markedly decreased and also that of PAH decreased slightly (154).

OAT4 is expressed in the kidney and placenta (155), and in the kidney, unlike other human isoforms, it is expressed on the brush border membrane of the proximal tubules (156). It accepts sulfate conjugates, ochratoxin A, and PAH, although the transport activity of PAH is quite low (155). As in the case of
OAT4, Oat5 is localized on the brush border membrane of the proximal tubules and accepts sulfate conjugates (157).

4. OCTN1/OCTN2 (SLC22A4/5)

OCTN1 (SLC22A4) is strongly expressed in kidney, trachea, bone marrow, and fetal liver, but not in adult liver (158). When OCTN1 cDNA was transfected to HEK-293 cells, the uptake of TEA was increased in a pH-sensitive manner (158). An inward proton concentration gradient stimulated the efflux of TEA in OCTN1 expressed oocytes indicating that OCTN1-mediated transport couples with proton antiport (159). The membrane localization of OCTN1 in the kidney has not yet been described. Since the transport characteristics seem to be consistent with the previous observation using brush border membrane vesicles, it has been considered to be expressed on the brush border membrane of the kidney. The substrates include quinidine and adriamycin as well as TEA (159). OCTN2 (SLC22A5) was isolated from human placenta (160). Although OCTN2 can accept TEA, the transport activity is not as high as that of OCTN1. Carnitine, a cofactor essential for β-oxidation of fatty acids, has been shown to be an endogenous substrate of OCTN2 (161). Striking difference was observed in ion requirement for the transport of carnitine and organic cation via OCTN2; the transport of carnitine via OCTN2 is coupled with symport of Na⁺, while that of cationic compounds is coupled with antiport of H⁺ (161,162). In addition to TEA and carnitine, cephaloridine and other cationic compounds, such as verapamil, quinidine, and phyrilamine, are substrates of OCTN2 (163,164). Functional impairment of OCTN2 is associated with systemic carnitine deficiency (OMIM 212140) due to impairment of the reabsorption of carnitine from the urine (165). Octn2 is hereditarily deficient in a mouse strain, jvs mice, which exhibits the similar symptoms of systemic carnitine deficiency (165). The renal clearance of TEA was significantly decreased in jvs mice in comparison with normal mice, while that of cefazolin was unchanged. Therefore, Octn2/OCTN2 has been considered to mediate luminal efflux of organic cations in the kidney in addition to reabsorption of carnitine from the urine (166).

5. MATE

In human, two isoform have been identified, multidrug and toxin extrusion 1 and 2 (MATE1 and MATE2) (167,168). MATE1 is expressed in the liver and kidney, where it is localized on the apical membranes (canalicular membrane in the liver and brush border membrane of the proximal and distal convoluted tubules in the kidney), while MATE2 is predominantly expressed in the kidney (the brush border membranes of the proximal tubules). In rodents, MATE1 is expressed in the liver and kidney, and MATE2 only in the testis (167). Both MATE1 and MATE2 mediate antiport of organic cations with H⁺, and thus, they have been considered to serve the efflux transport of hydrophilic organic cations (167,168).
6. Peptide Transporter

PEPT1 (*SLC15A1*) is expressed in the intestine (duodenum, jejunum, and ileum), kidney, and liver (169,170) and is localized to the brush border membrane (170–172). The driving force of PEPT1 is an inward H\(^+\) concentration gradient (169). PEPT1 accepts not only di- and tripeptides but also several peptide-mimetic β-lactam antibiotics (173). PEPT1 has attracted attention as a target for drug delivery systems (DDS). Valinyl esterification of the antiviral agent acyclovir showed a three- to fivefold increase in bioavailability (174–176). Since valacyclovir is a substrate of PEPT1 (177,178), this increase has been ascribed to PEPT1-mediated transport. In addition, this approach has succeeded in the improvement of intestinal absorption of 2,3-dideoxyazidothymidine (AZT) and L-dopa modified with L-valine and L-phenylalanine, respectively (177,179).

Unlike PEPT1, PEPT2 is not expressed in the small intestine, but in the kidney and brain (180,181). In the kidney, PEPT1 is expressed in the early part of the proximal tubule (pars convoluta), while PEPT2 is expressed further along the proximal tubule (pars recta) and localized to the brush border membrane (171,182), and in the brain it is expressed in the glial cells and choroid plexus (183,184). The transport via PEPT2 is also coupled with the synport of H\(^+\) (180,181,185). PEPT2 generally has a higher affinity for peptides and β-lactam antibiotics except cefdinir, ceftibuten, and cefixime, whose affinities were similar for PEPT1 and PEPT2 (186,187). There are high and low affinity sites responsible for the reabsorption of glycylsarcosine in the brush border membrane of the proximal tubule, and these may correspond to PEPT2 and PEPT1, respectively (188).

7. Sodium Phosphate Cotransporter (SLC17A1)

NaPi-1 (*SLC17A1*), alternatively referred to as NPT1, was originally cloned as a transporter involved in the reabsorption of phosphate in the body. Expression of NaPi-1 in *X. laevis* oocytes induced saturable uptake of benzylpenicillin (189). This uptake does not depend on Na\(^+\) and H\(^+\), but on Cl\(^-\) (190), and increasing extracellular concentration of chloride reduced the uptake of benzylpenicillin (190). The substrates include faropenem, foscarin, and mevalonate, as well as benzylpenicillin (190). In contrast to the kidney, the expression is localized to the sinusoidal membrane of the liver (190). When the direction of the concentration gradient of Cl\(^-\) is taken into consideration, the transport direction mediated by NaPi-1 is efflux from inside the cells to the blood and urine in the liver and kidney, respectively.

B. Primary Active Transporters (ABC Transporters)

1. P-gp

P-gp was originally found as overexpressed protein on the plasma membrane of multidrug-resistant tumor cells, and confers multidrug resistance by actively extruding anticancer drugs to the outside (191,192). In normal tissue, P-gp is
expressed in the clearance organs (liver and kidney), the site of absorption (small and large intestine), and tissue barriers (brain capillary endothelial cells), where it is localized to the luminal side, i.e., the brush border membrane in the kidney and intestine and the canalicular membrane in the liver and luminal membrane of the brain capillaries (193–199). The rodent P-gp consists of two isoforms, i.e., Mdr1a (Abcb1a) and Mdr1b (Abcb1b) (200). In the small intestine and brain capillaries, Mdr1a is the predominant isoform, while both isoforms are expressed in the liver and kidney (200). P-gp expression exhibits regional difference; it increases from the duodenum to the colon, both in rodent (201–203) and human (204–206). This expression pattern is associated with functional activity, namely, lowest activity in the duodenum and highest in the ileum (202) and colon (203).

The substrate specificity of P-gp is quite broad, and a number of compounds have been identified as P-gp substrates, generally overall positive charge or neutral compounds (193–199,207). The tissue distribution and membrane localization suggest that P-gp limits oral absorption and penetration into the brain and mediates biliary and urinary excretion of drugs. This has been supported by an in vivo finding using Mdr1a(−/−) and Mdr1a/1b(−/−) mice. The biliary excretion clearance and intestinal excretion clearance of tri-n-butylmethylammonium, azidoprocainamide methioiodide and vecuronium was decreased in Mdr1a(−/−) mice, and the renal clearance of tri-n-butylmethylammonium and azidoprocainamide methioiodide was also decreased in Mdr1a(−/−)(208). For digoxin, the amount excreted into the intestine fell markedly, while that into the bile and urine was unchanged in Mdr1a(−/−) mice (209), but fell to half the normal value in the Mdr1a/1b(−/−) (210). Following oral administration, the plasma concentration of ivermectin (200), paclitaxel (211), and fexofenadine (212) was greater in Mdr1a(−/−) mice. In situ intestinal perfusion study elucidated that the outflow concentrations of quinidine, ritonavir, cyclosporin A, daunomycin, loperamide, and verapamil (for some time points) was decreased in Mdr1a/1b(−/−) mice, indicating that the intestinal absorption of these drugs is limited by P-gp. In addition, the brain uptake of many P-gp substrates increased by inhibiting P-gp activity or in Mdr1a(−/−) and Mdr1a/1b(−/−), but not Mdr1b(−/−), (195,198–200). Since the integrity of the BBB is maintained in the Mdr1a(−/−) mouse (214), this was attributed to dysfunction of P-gp in the BBB.

Clinical studies also suggest the role of P-gp in normal human tissues. C3435T is a well-known polymorphism of MDR1 gene, which is associated with P-gp expression (TT < CC) (215). The oral absorption of digoxin is greater in healthy volunteers with the TT allele than those with CC allele, and vice versa for the renal clearance (215,216). Respiratory depression, an opioid central nervous system effect, produced by loperamide was induced by the simultaneous administration of quinidine to healthy volunteers (217). Cyclosporin A significantly increased the brain concentration of 11C-verapamil (218). These have been suggested to involve inhibition of P-gp at the human BBB.
2. MRP1

MRP1 was isolated from non-P-gp multidrug resistance tumor cells, HL60AR (219). Northern blot analysis and RNase protection assay indicated that MRP1 is expressed in the lung, spleen, thymus, testis, bladder, and adrenal gland (220) and mMrp1 is abundantly expressed in muscle (221). Overexpression of MRP1 confers resistance to doxorubicin, daunorubicin, epirubicin, vincristine, vinblastine, and etoposide (221,222). In addition to anticancer drugs, MPR1 accepts amphipathic glucuronide and glutathione conjugates (223). Involvement of Mrp1 in the efflux transport in the BBB and blood-cerebrospinal fluid barrier has been suggested. The concentration of etoposide in the cerebrospinal fluid in the Mdr1a/1b/Mrp1(–/–) mice was 10-fold greater than that in Mdr1a/1b(+/–) mice, while there was no significant difference in the plasma concentration (224). The efflux transport of E217βG from the brain was significantly delayed in Mrp1(–/–) mice (225), while there was no significant change in the elimination of E217βG from the cerebrospinal fluid (226).

3. MRP2

The mutant rats, such as TR− rats and EHBR, exhibit hyperbilirubinemia because of a deficiency in biliary excretion of bilirubin glucuronide (227–229). These mutant rats are animal model of Dubin-Johnson syndrome (OMIM 237500). Canalicular multispecific organic anion transporter (cMOAT) had been characterized by comparison of in vivo biliary excretion clearance, and ATP-dependent uptake by the canalicular membrane vesicles between normal and mutant rats. It turned out that the biliary excretion of amphipathic organic anions, such as glutathione conjugates, glucuronides, and relatively lipophilic nonconjugated organic anions, is mediated by primary active transport, and deficient in the mutant strains (228,230–232). The cDNA encoding cMOAT was isolated using homology cloning assuming a similarity with MRP1 on the basis of a similar substrate specificities (233–235). Comparison of amino acid sequence elucidated that cMOAT is a homolog of MRP1, and thus, cMOAT is renamed as MRP2. MRP2 is also expressed in the canalicular membrane of the hepatocytes, and a mutation in MRP2 gene was found in the patient suffering from Dubin-Johnson syndrome (236). The transport activity of MRP2 was compared with that of the rat counterpart using canalicular membrane vesicles. The ATP-dependent uptake clearance of glutathione conjugates was 10- to 40-fold lower in humans than that in rats, because of greater \( K_m \) values while that of glucuronide conjugates was more comparable with that in rats (2- to 4-fold lower) (237).

In addition to the liver, MRP2 is expressed in small intestine and kidney. In the small intestine, the Mrp2 expression is higher in the duodenum than that in the jejunum in rodent (234,238) and higher or similar to that in the ileum in human (204,206). Mrp2 is localized on the brush border membrane (239). Functional analysis was performed in vitro using Ussing chamber and everted sac (240). DNP-SG (2,4-dinitrophenyl-S-glutathione) showed 1.5-fold greater
serosal-to-mucosal flux than the opposite direction in normal rats, whereas a similar flux was observed in both directions in EHBR. In everted sac studies, intestinal secretion clearance, defined as the efflux rate of DNP-SG into the mucosal side divided by the area under the curve on the serosal side, was significantly lower in the jejunum of EHBR than that in normal rats.

Schaub et al. demonstrated that Mrp2/MDR2 is expressed in the proximal tubules in the kidney (241,242). In vivo study and clinical study supports that Mrp2/MDR2 is involved in the tubular secretion of organic anions. The urinary excretion rates of calcein and fluo-3 were three to four times lower in perfused kidneys from TR− rats compared with normal rats, and the renal excretion of lucifer yellow was delayed in TR− rats (243). Hulot et al. identified a heterozygous mutation, which results in a loss of function of MRP2, in the patient who showed delay of renal MTX elimination (244).

4. MRP3

MRP3 is expressed in the small and large intestine in all species (238,245–248), while the hepatic expression exhibits interspecies difference. MRP3 is constitutively expressed in normal liver in mouse and human (245,247,248), while it was undetectable in rat normal liver, but high in the liver of Mrp2-deficient mutant strain, EHBR (246). Furthermore, hepatic expression of Mrp3 was subjected to induction by bile duct ligation and the treatments of α-naphthylisothiocyanate, phenobarbital, or bilirubin in rats (249), while that of Mrp3 was unchanged by bile duct ligation in mice (245). MRP3 was identified on the sinusoidal membrane of the hepatocytes in two patients with Dubin-Johnson syndrome (250) and on the basolateral membrane of rat’s small and large intestine (239). Unlike MRP1 and MRP2, the transport activity of Mrp3 for glutathione conjugates was quite low, while glucuronides are good substrates of Mrp3 (251). In addition, the substrates of Mrp3/MDR3 include bile acids, taurolithocholate sulfate, and MTX (252–254). Akita et al. demonstrated the positive correlation between the protein expression of Mrp3 and sinusoidal efflux clearance of TCA (255). Using Mrp3(−/−) mice, it was shown that Mrp3 is involved in the sinusoidal efflux of glucuronide conjugates of morphine, acetaminophen, and 4-methylumbelliferone in the liver (256–258). Unlike the liver, the role of Mrp3/MDR3 in the gastrointestinal remains unclear. ATP-dependent uptake of E217βG was observed in the basolateral membrane vesicles from rat ileum, which has been considered to involve Mrp3 (259), but trans-ileal transport of TCA and fecal bile acid excretion was unchanged in Mrp3(−/−) mice (245).

5. MRP4

MRP4 is abundantly expressed in the kidney followed by the liver (238,260). The membrane localization of Mrp4 is tissue dependent: sinusoidal membrane in the hepatocytes (261), brush border membrane of the renal tubules (262,263), luminal membrane of the brain capillaries (262), and basolateral membrane of the choroid epithelial cells (262).
MRP4 substrates include organic anions, such as E217βG, DHEAS and PAH, and prostaglandins, cyclic nucleotide (cAMP and cGMP), diuretics (furosemide and hydrochlorothiazide), and acyclic nucleotide analogs (adefovir and tenofovir) as substrates, (263–268). In particular, TCA uptake by MRP4 expressing membrane vesicles requires reduced glutathione or its analog, S-methyl-glutathione in addition to ATP (261). Leggas et al. found that the elimination rate of topotecan from the brain was delayed in Mrp4(−/−) mice, although the brain concentration at early sampling points exhibited no difference (262). In addition, the concentration of topotecan in the cerebrospinal fluid was markedly increased in Mrp4(−/−) mice (262). In the kidney, the renal clearance of furosemide with regard to the plasma concentration was decreased, and the kidney concentrations of hydrochlorothiazide, adefovir, and tenofovir were significantly increased in Mrp4(−/−) mice (267,268).

6. Breast Cancer Resistance Protein (BCRP/ABCG2)

BCRP is classified in ABCG subfamily; other members of this subfamily are involved in sterol transport (269). Unlike P-gp and MRPs, BCRP consists of a single ABC cassette in the amino terminal followed by six putative transmembrane domains; however, it forms a homodimer linked by a disulfide bond in the plasma membrane (270,271). Initially, ABCG2 was identified as an mRNA expressed in placenta (272) and as a non-MDR1- and non-MRP-type resistance factor from cell lines selected in the presence of anthracyclines and mitoxantrone (273). BCRP is expressed widely in the normal tissues (274) and localized on the canalicular membrane of the hepatocytes and apical membranes of epithelial cells (274,275) and brain capillary endothelial cells (276,277).

BCRP exhibits broad substrate specificity for various anticancer drugs, such as mitoxantrone and topotecan (278), drugs such as pitavastatin, sulfasalazine, cimetidine and AZT, fluoroquinolones (279–281,282), and glucuronide- and sulfate conjugates (397), and dietary carcinogens (283,284). Cumulative in vivo studies, particularly using Bcrp(−/−) mice, have shown the importance of BCRP in drug disposition. BCRP limits the oral absorption of topotecan (275), sulfasalazine (280), and ciprofloxacin (281). Bcrp has been shown to account for the efflux of intracellularly formed glucuronide and sulfate conjugates (E3040 glucuronide, E3040 sulfate, and 4-methyllumbelliferone sulfate) (285), and the active form of the ester-type prodrug of ME3277 (286) in the small intestine, and the biliary excretion of drugs, such as nitrofurantoin (287), MTX (288), pitavastatin (282), and sulfasalazine (280). BCRP limits the brain penetration of imatinib, but not other BCRP substrates, such as mitoxantrone and dehydroepiandrosterone sulfate (277) and pitavastatin (282,289). Unlike human, Bcrp is expressed in the brush border membrane of renal tubules (275), and it is involved in the tubular secretion of E3040 sulfate (290) and MTX (288).
V. EXAMPLES OF DRUG-DRUG INTERACTIONS INVOLVING MEMBRANE TRANSPORT

A. Direct Inhibition

1. Digoxin-Quinidine and Digoxin-Quinine

Digoxin undergoes both biliary and urinary excretion in human (291). The drug-drug interactions between digoxin and quinidine or quinine (a stereoisomer of quinidine) are very well known (291). The degree of inhibition by quinidine and quinine of the biliary and urinary excretion of digoxin are different; quinine reduced the biliary excretion clearance of digoxin to 65% of the control value, while quinidine reduced both the biliary and renal clearance to 42% and 60%, respectively (Fig. 7) (291). In proportion to the reduction in total body clearance, coadministration of quinine and quinidine increases the plasma concentration of digoxin by 1.1-fold and 1.5-fold, respectively (291). In addition to these agents, verapamil also has an inhibitory effect, but specifically on the biliary excretion (292), has only a slight inhibition of renal excretion (293).

No inhibitory effect of quinine and quinidine was obtained in isolated human hepatocytes at a concentration of 50 μM (294), whereas stereoselective inhibition of quinine and quinidine has been observed in isolated rat hepatocytes (295). Quinine inhibits uptake into isolated hepatocytes at the concentration of 50 μM, while the effect of quinidine was minimal (at most a 20% reduction)
Substrates of P-gp, such as vinblastine, daunorubicin, and reserpine, as well as quinine, quinidine, and verapamil, also inhibit the renal excretion of digoxin in rats, although typical substrates for organic cation and anion transporter on the basolateral membrane (TEA and PAH) do not (296). On the basis of the animal (209,210) and clinical (216) observations, P-gp has been suggested to be the candidate transporter for the biliary and urinary excretion of digoxin. The role of P-gp in this drug-drug interaction has been examined using the Mdr1a(−/−) mice (297). Coadministration of quinidine caused a 73% increase in the plasma concentration of digoxin in normal mice, whereas it had little effect (20% increase) in the Mdr1a(−/−) mice at the same plasma concentration of quinidine (Fig. 9) (297).

The drug-drug interaction between digoxin and quinidine has been also suggested in the intestinal absorption of digoxin in rats (298). The appearance rate of digoxin on the basolateral side of an everted sac of the jejunum and ileum increased in the presence of quinidine or an unhydrolyzed ATP analogue, AMPPNP, and intestinal secretion of digoxin was also inhibited by quinidine. These results indicate that digoxin undergoes active efflux in the small intestine (298). Indeed, the intestinal secretion of digoxin was significantly reduced in Mdr1a(−/−) and Mdr1a/1b(−/−) mice (209,210). The area under the curve of the plasma concentration of digoxin following oral administration is associated with genetic polymorphism of MDR1 gene (C3435T, AUCpo TT > CC) (215). Therefore, the interaction of quinidine and digoxin involving intestinal absorption may be due to the inhibition of P-gp function.

2. Fexofenadine-Itraconazole/Verapamil/Ritonavir

Fexofenadine is mainly excreted into the bile and urine without metabolism. Many transporters are involved in the pharmacokinetics of fexofenadine. OATP1A2 (212), OATP2B1 (299), OATP1B3 (300), OAT3 (301), and P-gp (212) have been suggested to accept fexofenadine as substrate. On the basis of in vivo study using Mdr1a and Mdr1a/1b(−/−) mice, it has been shown that P-gp limits intestinal absorption and brain penetration of fexofenadine, but makes only a limited contribution to the biliary and urinary excretion (212,302). Furthermore, inhibition of P-gp in the intestine allowed detection of saturable uptake of fexofenadine and inhibition by Oatp inhibitor in rats (88).

Drug-drug interactions involving fexofenadine have been reported which includes not only interactions with concomitant drugs, but also those with fruit juices. Concomitant use of itraconazole (303), verapamil (304), and ritonavir (305) increased the area under the curve of the plasma concentration (AUC) and peak plasma concentration (C_max) of fexofenadine following oral administration, but did not affect the elimination half-life. Itraconazole and verapamil did not affect the renal clearance of fexofenadine, while the effect of ritonavir on the renal clearance was not examined. Considering the absence of the effect on the renal clearance, these interactions will include the inhibition of intestinal
efflux and/or hepatobiliary transport. Since itraconazole \([K_i \sim 2 \mu M (306,307)]\), verapamil \([K_i \sim 8 \mu M (308)]\), and ritonavir \([K_i \sim 4 \text{ and } 12 \mu M (306,309)]\) are inhibitors of P-gp, it is possible that these drug-drug interactions involve inhibition of P-gp-mediated efflux in the small intestine. Fruit juice made from grapefruit, orange, or apple decreased the AUC and \(C_{max}\) of fexofenadine, without affecting the renal clearance (310–312). This has been suggested to include OATP-mediated uptake in the intestine (311).

3. HMG-CoA Reductase Inhibitor, Cerivastatin—Cyclosporin A/Gemfibrozil

In the kidney transport recipients treated with cyclosporin A, the AUC of cerivastatin was 3.8-fold larger than that in healthy volunteers (313). Initially, inhibition of CYP3A4 and CYP2C8, major metabolic enzymes for cerivastatin, has been considered as underlying mechanism. Finally, an inhibition of the hepatic uptake process of cerivastatin mediated by OATP1B1 has been suggested as underlying mechanism. OATP1B1 accepts cerivastatin as substrate (314). The \(K_i\) values of cyclosporin A for the uptake of cerivastatin in two lots of cryopreserved human hepatocytes were comparable with that for OATP1B1 (0.28 and 0.68 \(\mu M\) vs. 0.25 \(\mu M\)), while cyclosporin A did not affect the metabolic rate of cerivastatin by pooled human microsomes by 3 \(\mu M\) (314). OATP1B1 plays a significant role in the hepatic uptake of other open acid form of statins, such as pravastatin (315), pitavastatin (316), and simvastatin (317), but not fluvastatin (318), and thus, cyclosporin A increased the plasma concentration of pravastatin by 5- to 8-fold and pitavastatin by 4.5-fold (319). In addition to statins, OATP1B1 is also involved in the hepatic uptake of valsartan (320) and repaglinide (321). Cyclosporin A also increased the total area under the plasma concentration–time curve of repaglinide by 2.4-fold, but this may include an inhibition of metabolism as well as inhibition of hepatic uptake process (322). In addition to cyclosporin A, rifampicin and rifamycin SV will have potent inhibitory effect of OATP1B1 by their clinical concentrations (52). Rifampicin is a well-known drug causing induction of drug metabolizing enzymes and transporters by repeated administration, but it may also inhibit hepatic uptake process by a concomitant usage. Gemfibrozil increased the plasma concentrations of cerivastatin. The effect of gemfibrozil on the plasma concentration–time profile of cerivastatin following oral administration is different from that of cyclosporin A (319). Cyclosporin A increased \(C_{max}\) without affecting the elimination half-life, while gemfibrozil prolonged the elimination half-life. The interaction between gemfibrozil and cerivastatin may include the inhibition of hepatic uptake, but this effect is considered to be weak considering their clinical concentrations and \(IC_{50}\) values for the hepatic uptake. Rather, inhibition of CYP2C8 (mechanism based inhibition) by gemfibrozil glucuronide has been suggested as an underlying mechanism for this drug-drug interaction, considering that volunteers were given gemfibrozil for 4 days (twice a day) before cerivastatin administration (323,324).
4. Interaction with Probenecid
Probenecid has been reported to inhibit renal elimination of many drugs: acyclovir (325,326), allopurinol (327), bumetanide (328), cephalosporins (329–334), cidofovir (335), ciprofloxacin (336), famotidine (337), fexofenadine (338), furosemide (339), and oseltamivir (Ro 64–0802) (340). Recent studies have elucidated that probenecid is a potent inhibitor of renal organic anion transporters (OAT1 and OAT3) with the \( K_i \) values lower than the unbound plasma concentration of probenecid, indicating the interaction with probenecid includes inhibition of the basolateral uptake process mediated by OAT1 and/or OAT3.

5. Furosemide/Cidofovir/Oseltamivir-Probenecid
Furosemide undergoes both of renal excretion and glucuronidation. Probenecid reduced the renal clearance of furosemide to 34% of the normal value, resulted in a 2.7-fold increase in the AUC of plasma furosemide, following oral administration to healthy volunteers (339). Since furosemide is actively secreted from blood to the lumen by organic anion transport systems and exhibit diuretic effects by inhibiting the reabsorption of ions mediated by Na\(^+\)-K\(^+\)-2Cl\(^-\) cotransporter in the loop of Henle (341), this drug-drug interaction also inhibits the diuretic action in humans (339,342). Oat1 has been suggested to be responsible for renal uptake of furosemide since the renal excretion of furosemide was markedly reduced in the Oat1(−/−) mice (135). The fact that probenecid is a potent inhibitor of Oat1/OAT1 with \( K_i \) value of 4 \( \mu \)M (343) and 13 \( \mu \)M (344) suggests that this drug-drug interaction will include an inhibition of uptake process mediated by OAT1. In addition to furosemide, drug-drug interactions of cidofovir and oseltamivir with probenecid has been suggested to involve inhibition of OAT1, since they are substrates of OAT1 (340,345).

6. H2 Receptor Antagonists (Famotidine/Ranitidine)/Fexofenadine-Probenecid
H2 receptor antagonists are weak base or cationic compounds at physiological pH. They have been known as bisubstrates, which are substrates of both renal organic anion and cation transporters. Indeed, they are substrates of Oat3/OAT3 (120,144) and Oct1/OCT1 and Oct2/OCT2 (120). The renal elimination of H2 receptor antagonists is the major elimination pathway and both glomerular filtration and tubular secretion are involved (337,346). Probenecid exhibited different inhibition potency to the renal elimination of cimetidine and famotidine; probenecid significantly decreased the renal clearance of famotidine and the tubular secretion clearance was decreased to 10% of the control value (Fig. 8), while it did not affect the renal clearance of cimetidine (337,346). Considering that probenecid is a potent inhibitor of OAT3, but not OCTs, and that the unbound probenecid concentration of probenecid ranged from 30 to 90 \( \mu \)M is sufficient to inhibit OAT3 (347), this is likely ascribed to the difference in the contribution of OAT3 and
OCT2 to the tubular secretion of cimetidine and famotidine. Furthermore, a great interspecies difference was found in the effect of probenecid, which had no effect on the tubular secretion of famotidine and cimetidine in rats (Fig. 8) (348). Two factors have been proposed for this interspecies difference (1) expression of Oct1 only in rodent kidney and (2) greater transport activity of famotidine by OAT3 than by Oat3 (120). In monkey, as in the case in human, probenecid had significant effect on the renal elimination of famotidine, but not for cimetidine (152).

The renal clearance of ranitidine accounts for 53% of the total body clearance in the beagle dog. Although ranitidine is a cationic compound, probenecid treatment reduced the total body clearance and renal clearance to 60% and 52% of the control value, respectively (349). According to analysis using a physiological pharmacokinetic model, the drug-drug interaction between ranitidine and probenecid is due to inhibition of transport across the basolateral membrane. Presumably, this drug-drug interaction also involves OAT3 as suggested for famotidine.

In addition to H₂ receptor antagonists, drug-drug interaction between fexofenadine and probenecid has been suggested to involve an inhibition of OAT3 based on an in vitro observation that fexofenadine is a substrate of OAT3, but not OAT1 and OCT2 (301). Cimetidine has been reported to inhibit the renal clearance of fexofenadine by 39% on average in healthy subjects (338). Cimetidine is a substrate of OAT3; however, the clinical plasma concentration of unbound cimetidine at a dose of 400 mg was reported to be, at most, 5.2 μM (398), far below its $K_m$ and IC₅₀ values for OAT3 (113 μM (120)). It is unlikely that the interaction involves OAT3, and presumably, cimetidine inhibits efflux process across the brush border membrane of the proximal tubules.
7. Benzylpenicillin-Probenecid

Benzylpenicillin disappears from the blood very rapidly (the elimination half-life is 30 minutes in the adult), and 60–90% of dose is excreted in the urine (350). The renal clearance is approximately equal to the blood flow rate, indicating a high secretion clearance (350). Probenecid and phenylbutazone reduced its renal clearance to 60%, while sulfinpyrazone reduced it to 40% of the control value (351). In rat kidney, Out3 has been suggested to be responsible for the uptake of benzylpenicillin (53). As discussed above, inhibition of uptake process mediated by OAT3 is likely mechanics underlying this interaction.

8. Ciprofloxacin-Probenecid

Renal clearance accounts for 61% of the total body clearance of ciprofloxacin in humans (350). Coadministration of probenecid reduces the total body and renal clearance to 59% and 36% of the control value, respectively, but has no effect on the nonrenal clearance (336). The transporters involved in the renal elimination of ciprofloxacin remains unknown.

9. MTX-Organic Anions

Urinary excretion is the major elimination pathway of MTX in humans (350). The renal clearance of MTX was three times greater than the glomerular filtration clearance in the monkey, indicating secretion is involved in the renal excretion (352). Since the renal excretion of MTX is saturable, transporters are responsible for the renal secretion of MTX (352). Coadministration of probenecid 700 mg/m² reduced the renal clearance to the glomerular filtration clearance (352). The site, where MTX undergoes secretion, was examined using the stop-flow method (353). A peak appeared at the site corresponding to the proximal tubule in the monkey, indicating that excretion of MTX occurs at the proximal tubule, and benzylpenicillin reduced the peak value to 33% of the control value (353). The interaction between MTX and benzylpenicillin was also examined using kidney slices (353). The uptake of MTX into kidney slices was inhibited by benzylpenicillin in a concentration-dependent manner, and the saturable component was completely inhibited by benzylpenicillin (353). Takeda et al. suggested that salicylate, phenylbutazone, and indomethacin inhibited OAT3-mediated MTX uptake at the concentrations comparable with therapeutically relevant unbound plasma concentrations (354), suggesting that the interactions, at least, involving these drugs includes inhibition of basolateral uptake process. Nozaki et al. also reported that, in addition to Oat3, reduced folate carrier is also involved in the uptake of MTX in rat kidney, which is hardly inhibited by nonsteroidal anti-inflammatory drugs, and thus, the inhibition of the net uptake is not so potent in the kidney as expected (355). However, some nonsteroidal anti-inflammatory drugs are more potent inhibitors in human kidney slices, and expected to have significant effect on the MTX uptake in the kidney at clinical dose (396). Whole interactions involving MTX cannot be explained by
inhibition of uptake process. Recently, MRP4 and MRP2, candidate transporters for the luminal efflux of MTX, have been also suggested to be involved in the interaction of MTX with nonsteroidal anti-inflammatory drugs (NSAIDs) based on a inhibition potency for the ATP-dependent uptake of MTX by MRP2 and MRP4, although the clinical relevance remains unknown.

10. Cefadroxil-Cephalexin

Both the dose normalized AUC of the plasma concentration for two hours after administration and the maximum plasma concentration exhibited nonlinearity, when cefadroxil, a β-lactam antibiotic, was administered at different oral doses from 5 to 30 mg/kg orally (357). Coadministration of cephalexin (15 mg/kg) reduced both the AUC and $C_{\text{max}}$ of cephadroxil (357). Since cefadroxil and cephalexin are substrates of PEPT1 (358), this interaction may be accounted for by an interaction at the binding site of PEPT1 (357).

Both cefadroxil (5 mg/kg) and cephalexin (45 mg/kg) were administered as a 200-mL suspension (357). Assuming the suspension not to undergo any dilution during transit into the small intestine, the free substrate and inhibitor concentrations were estimated to be 3.9 and 28.3 mM, respectively. The $K_m$ value of cefadroxil was found to be 5.9 mM using the rat in situ perfusion method (359), the substrate concentration is not low enough. The $K_m$ value of cephalexin (7.5 mM), determined using Caco-2 cells, is used as the $K_i$ value in this prediction (33), which is lower than the estimated luminal concentration, indicating significant inhibition of PEPT1 in the small intestine.

11. Loperamide-Quinidine and Verapamil-Cyclosporin A

Respiratory depression, an opioid central nervous system effect, produced by loperamide was induced by the simultaneous administration of quinidine to healthy volunteers (600 mg/kg) (217). Since the time profile of the plasma concentration of loperamide was similar irrespective of quinidine administration when respiratory depression was induced, inhibition of P-gp at the BBB by quinidine has been suggested as underlying mechanism. The IC$_{50}$ values of quinidine for P-gp vary depending on the substrates, ranging from 0.4 to 20 μM (summarized in TP-Search, http://tp-search.jp). The broad range of IC$_{50}$ values of quinidine may be due to the multiple substrate recognition sites, one is high affinity for the Hoechst compound, but low affinity for rhodamine 123 (H site), and vice versa for the other (R site) (360). The unbound concentration of quinidine is estimated to be at most 1 μM in the clinical study, which will be sufficient to inhibit P-gp if loperamide is recognized by P-gp at the site exhibiting lower IC$_{50}$ values against quinidine.

Positron emission tomography (PET) using $^{11}$C labeled P-gp substrates allows noninvasive and sequential determination of brain concentrations in nonhuman primates and humans (361). Using this technical advance, Sasongko et al. demonstrated that cyclosporin A (given by intravenous constant infusion
at 2.5 mg/h/kg for 1 h) significantly increased the brain concentration of $^{11}$C-verapamil and the ratio of the area under the curve of the brain and plasma concentrations, representing the brain-to-plasma partition coefficient, resulting in an 87% increase on average by cyclosporin A (Fig. 9) (218). Compared with the in vivo results using Mdr1a(−/−) mice, the size of the increase was less in humans. This is probably because of incomplete inhibition since the unbound concentration of cyclosporin A was approximately 0.2 μM, similar to or lower than the previously reported IC$_{50}$ values of cyclosporin A for P-gp ranging from 0.4 to 4 μM (summarized in TP-Search, http://tp-search.jp).

12. Transport Via the Large Neutral Amino Acid Transporter Is Affected by Diet

The pharmacological effect of L-dopa is affected by diet (362). The “off” period in Parkinsonian patients treated with L-dopa is a clinical problem, since the efficacy of the drug suddenly fails. Because of the inverse relationship between the plasma levels of large neutral amino acid (LNAA) and the clinical performance of Parkinsonian patients (362) and the fact that the transcellular transport of L-leucine is inhibited by L-dopa (363) across primary cultured bovine brain capillary endothelial cells, the “off” period may be attributed to the membrane transport of L-dopa via LNAAT at the BBB. In addition to L-dopa, baclofen and melphalan are suggested to be taken up into the brain via amino acid transporter (363,364), and thereby, their brain transport might be also affected by the plasma concentration of large neutral amino acids.
B. Indirect Interaction

In addition to the direct interaction with drug transporters, administration of some kinds of drugs (so-called inducers) modulates the expression of drug transporters, and thereby, affects the pharmacokinetics of other drugs; one is modulating membrane trafficking of transporter protein and the other is induction/downregulation of transporter mRNA.

1. Modulation of Membrane Trafficking-Genipin/Mrp2

Genipin is an intestinal bacterial metabolite of geniposide, a major ingredient of a herbal medicine, Inchin-ko-to, which have potent choleretic effects, and it rapidly stimulates redistribution of Mrp2 to the canalicular membrane in rats (365). Infusion of genipin for 30 minutes significantly increased the biliary excretion of glutathione in normal rats. The effect of genipin is associated with Mrp2 function since genipin had no effect in Mrp2-deficient mutant rats (EHBR). Genipin did not affect the mRNA expression of Mrp2, whereas it significantly increased Mrp2 protein in the canalicular membrane, resulting in a significant increase in and ATP-dependent uptake of Mrp2 substrates by canalicular membrane vesicles. Accordingly, genipin treatment increases an insertion of Mrp2 to the canalicular membrane and/or decreases internalization by known mechanism.

2. Induction

Recent studies have revealed the importance of orphan receptors, which form heterodimer with the 9-cis retinoic acid receptor (RXR) in regulating drug metabolism enzymes and transporters. Such orphan receptors include pregnane X receptor (PXR/NR1I2), constitutive androstane receptor (CAR/NR1I3), farnesoid X receptor (FXR/NR1H4), and peroxisome proliferator-activated receptor α (PPARα/NR1C1) (366–370) (Table 3). Except CAR, they act as ligand-activated nuclear receptor and bind a specific element in the enhancer of the target genes as a heterodimer with RXR, while CAR shows a constitutive transcriptional activity and undergo translocation from cytosol into nucleus upon activation (366–370). Kato et al. investigated this for the quantitative prediction of CYP enzymes in the liver on the basis of in vitro study taking in vivo exposure of inducers, which was in good agreement with in vivo observation (371). The same strategy will be also effective in predicting induction of drug transporters.

a. PXR (NR1I2). PXR is expressed abundantly in the liver and to a lesser extent in the small intestine and colon. PXR is activated by various compounds, including drugs such as rifampicin and food such as St. John’s wort, and its major antidepressant constituent, hyperforin (367–369). Repeated administration of rifampicin for nine days increased MDR1 P-gp expression in the duodenum both in the mRNA and protein levels (372,373), and thereby, caused a decrease in oral bioavailability of digoxin (Fig. 10) (372) and fexofenadine (374) in healthy volunteers and a decrease in the AUC of another substrate, talinolol, both
after intravenous and oral administration (373). The induction of P-gp by rifampicin occurs via activation of promoter activity. Promoter assay revealed that the induction occurred via binding of a heterodimer complex of PXR and RXR to a cis-element in the enhancer of MDR1 P-gp (375). PXR is also involved in the induction of other ABC transporters MRP2, MRP3, and BCRP, and uptake transporter OATP1B1. The mRNA expression of MRP2 was increased in duodenum in healthy volunteers treated with rifampicin (376), and, upon the treatment of PXR agonists (rifampicin or hyperforin), mRNA level of MRP2 was also increased in the primary cultured human hepatocytes (377–379). Rifampicin treatment has also induced the mRNA expression of OATP1B1 (2.4-fold), BCRP (2.7-fold), and MRP3 (1.7-fold), but had no effect on OATP1B3, OCT1, and OAT2 in human hepatocytes (379). A PXR agonist, pregnenolone 16α-carbonitrile (PCN)-treatment induced mRNA expression of Oatp1a4 (380–383) accompanied with an increase in hepatic uptake of digoxin in rats (382), while it did not affect mRNA expression of Oatp1b2 (380,383). PCN treatment also induced mRNA of Mrp3 in mouse liver (380), but not in rat liver (384). Unlike MRP2, rodent Mrp2 was unchanged by PCN-treatment in vivo (380,384), but induced in primary cultured rat hepatocytes (377).

b. CAR/NR1I3. CAR is involved in the induction by phenobarbital and antagonized by endogenous ligands such as androstenol and androstanol (so-called inverse agonists) (367–370). Phenobarbital treatment enhanced mRNA expression of MDR1, MRP2, and BCRP in human hepatocytes (379). In rodent liver, phenobarbital as well as other CAR activator/ligand, such as TCPOBOP (a synthetic CAR agonist) induced mRNA expression of Mrp3 (380,381,384,385), Mrp4 (385,386), and Oatp1a4 (381,387), but not for Oatp1b2 (383,387),

Table 3  Nuclear Receptors Involved in the Induction of Xenobiotic Transporters

<table>
<thead>
<tr>
<th>Nuclear receptor</th>
<th>Gene name</th>
<th>OMIM</th>
<th>Gene ID</th>
<th>Major organ</th>
<th>Typical agonist</th>
</tr>
</thead>
<tbody>
<tr>
<td>PXR NR1I2</td>
<td>603065</td>
<td>8856</td>
<td>Liver, small intestine, and colon</td>
<td>Rifampicin, St. John’s wort</td>
<td></td>
</tr>
<tr>
<td>CAR NR1I3</td>
<td>603881</td>
<td>65035</td>
<td>Liver, kidney</td>
<td>TCPOBOP inverse agonist: androstenol and androstanol</td>
<td></td>
</tr>
<tr>
<td>FXR NR1H4</td>
<td>603826</td>
<td>9971</td>
<td>Liver, kidney, small intestine</td>
<td>Bile acids, GW4064</td>
<td></td>
</tr>
<tr>
<td>PPARα NR1C1</td>
<td>170998</td>
<td>5465</td>
<td>Ubiquitous</td>
<td>Fibrates</td>
<td></td>
</tr>
</tbody>
</table>

*aAdapted from Ref. 395.

Abbreviations: PXR, pregnane X receptor; CAR, constitutive androstane receptor; FXR, farnesoid X receptor.
although induction of Mrp3 by phenobarbital includes CAR-independent mechanism (388,389).

c. FXR/NR1H4. FXR is activated by bile acids, such as chenodeoxycholate, and a synthetic agonist, GW4064, and plays an important role in regulating the bile acid homeostasis (366,367). FXR enhanced OATP1B3 promoter through the binding to the FXR response element, and chenodeoxycholate induces an

Figure 10 Effect of repeated administration of rifampicin on the time profile of the plasma concentration of digoxin following intravenous and oral administration. Eight healthy male volunteers [age 29 ± 5 years, body weight 84 ± 9 kg (mean ± SD)] were included in the study. Plasma concentration (mean ± SD) time curves of digoxin given orally (1 mg) (A) and intravenous infusion over 30 minutes (1 mg) (B) before (open circles) and during (filled circles, day 11) coadministration of rifampicin (600 mg, once daily orally for 16 days). Source: From Ref. 372.
expression of OATP1B3 in human hepatoma cells (390,391). On the other hand, chenodeoxycholate suppresses the expression of OATP1B1 through the suppression of HNF1α (392), which is critically involved in the expression of OATP1B1 (393).

d. PPARα/NR1C1. PPARα is the target molecule of hypolipidemic drugs (fibrates), which have been used to reduce triglycerides and cholesterol in patients with hyperlipidemia. In mice, PPARα is involved in the induction of mRNA of hepatic ABC transporters, such as Mdr1a, Bcrp, Mrp3, and Mrp4, by clofibrate in the liver, resulting in a significant increase in protein expression of P-gp, Mrp3, and Mrp4 (394).

VI. SUMMARY

Transporters are membrane proteins regulating the influx and efflux of organic solute across the plasma membrane, and thereby, act as one of the determinant factors for the drug disposition. They play important roles in the hepatobiliary transport and tubular secretions in the kidney, absorption in the small intestine, and efflux transport in the tissue barriers, such as BBB. Most transporters involved in the drug disposition are characterized by broad substrate specificities and accept structurally unrelated compounds. Molecular cloning has elucidated the molecular characteristics of such drug transporters, which include members of SLC family, such as OATP (SLCO), OCT/OAT/OCTN (SLC22), PEPT (SLC15) and MATE (SLC47), and ABC transporters such as P-gp (ABCB1), MRPs (ABCC), and BCRP (ABCG2). Using gene knockout/deficient animals and selective inhibitors, scientists have investigated the roles of transporters in drug disposition. Drug-drug interactions involving transporters include direct inhibition or indirect modulation, and thereby, affect the pharmacokinetics of the substrate drugs. For direct inhibition, using unbound concentration of inhibitors and inhibition constant of the target transporter, one can quantitatively evaluate the degree of inhibition of the target transporter. This rough estimation will be helpful for prescreening of drug-drug interaction and evaluation of in vivo relevance of such inhibition in the drug-drug interactions. As indirect modulation, the role of nuclear receptors, such as PXR, CAR, FXR, and PPARα, forming heterodimer with RXR, has been suggested to transactivate the promoter of the drug transporters. This chapter focused on the molecular characteristics of drug transporters and drug-drug interaction involving these drug transporters.
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I. INTRODUCTION

Cytochrome P450 (CYP) enzymes form a gene superfamily that are involved in the metabolism of a variety of chemically diverse substances ranging from endogenous compounds to xenobiotics, including drugs, carcinogens, and environmental pollutants. Although CYP regulation is only now beginning to be understood, it is well known that several of the CYP genes are induced by many drugs. This may cause variability in enzymatic activity, with different groups of patients producing unexpected pharmacological outcomes of some drugs as a result of drug-drug interactions (1,2). For example, induction of CYP3A has been shown to result in a significant loss of efficacy for the contraceptive steroids (3,4). Thus, regulatory agencies now request that new drugs be tested for their potential to induce CYP enzymes. Until recently, this involved treating laboratory animals with the test compound, followed by analysis of liver CYP enzymes ex vivo. This raises four major issues. First, there is the requirement of large number of animals; reduction in animal usage should be encouraged where possible. Second, large amount of test compounds have to be synthesized; this
imposes a heavy burden on the synthetic chemistry efforts and is not compatible with combinatorial chemistry strategies. Third, in vivo studies are not high throughput, this in a time where advancements in combinatorial chemical synthesis have greatly increased the number of drug candidates being produced at the drug discovery stage. And finally, it’s well known that species differences in CYP induction exist (5), making the extrapolation from animals to humans unreliable. Therefore, it is desirable to have in vitro models, in particular of human origin, to address CYP induction of drug candidates before costly clinical trials are conducted.

Unfortunately, there are no hepatoma cell lines able to express most of the major forms of adult CYP enzymes. However, various in vitro models for assessing enzyme induction have been described and include precision-cut liver slices, primary hepatocytes, and reporter gene constructs. The last model involves transfecting recombinant DNA encoding a reporter enzyme, such as chloramphenicol acetyl transferase, under the control of the regulatory element of the specific CYP of interest. In this chapter all three models are discussed, with focus mostly on the primary hepatocyte model, which, in our opinion, is the gold standard for predicting CYP induction in both laboratory animals and human. In addition, a case study involving a drug candidate (DFP) is discussed along with strategies for managing CYP induction in drug candidates.

II. MODELS

A. Primary Hepatocytes

Isolation of viable hepatocytes was first demonstrated by Howard et al. and rapidly increased in popularity with the further development of a high-yield preparative technique by Berry and Friend (6,7). Compared with liver slices, isolated hepatocytes are easier to manipulate and show a superior range of activities (8). For a detailed description of rat and human hepatocyte isolation techniques, the reader is referred to other reviews (8,9).

While primary hepatocytes maintained under conventional culture conditions tend to undergo rapid loss of liver-specific functions, great progress has been made in the last decade to slow this process. In our opinion, the three most important factors in retaining CYP responsiveness in primary hepatocyte are: media formulation, matrix composition, and cell-cell contacts (10–13).

There are several commercially available media that have been reported to support CYP-inducible hepatocytes in culture, including Dubecco’s modified Eagle’s medium, Liebovitz L-15 medium, Waymouth 752/1 medium, and modified Williams’ E medium, to name a few (11). In summary, these are all enriched media containing a high amino acid content. High concentrations of certain amino acids have been reported to decrease protein degradation while stabilizing some levels of mRNA (14). Serum has routinely been used as a media supplement with many immortalized cell lines and is thought to improve cell attachment, survival, and morphology. However, with primary hepatocytes, serum is generally thought
to promote growth and therefore has a dedifferentiation effect on hepatocytes, resulting in a loss of CYP expression (15). As a result, serum is used in the initial cell attachment stage (<24 hours) but is usually not included for the duration of the culture. Other supplements usually include dexamethasone and insulin. A low concentration of dexamethasone (<100 nM) has been reported to improve the viability of hepatocytes in culture (8) as well as to improve the responsiveness to CYP inducers (12,16,17). Insulin is also considered to be beneficial for the long-term survival of cultured hepatocytes (11).

Another culture condition known to be important in the maintenance of differentiated hepatocytes is the extracellular matrix. These comprise simple matrices, such as rat tail collagen, as well as more complex matrices, including fibronectin (18), extracts from rat liver (19), and, more recently, Matrigel, a biomatrix preparation derived from the Engelbreth-Holm-Swarm sarcoma (10,12). In our laboratory, we initially compared both rat and human primary hepatocytes cultured on collagen compared to Matrigel and found that while CYP3A responsiveness was not affected, basal CYP3A levels were better maintained in hepatocytes on Matrigel. In contrast, responsiveness to CYP2B1 in rat hepatocytes was markedly affected by the substratum used. As shown in Figure 1, Western blots of rat hepatocytes treated with phenobarbital show marked induction in CYP2B1 protein, while a poor response was observed in cells cultured on collagen (12).

Another substratum model developed to preserve liver function in hepatocytes in culture is the collagen-sandwich model. It was first demonstrated by Dunn et al. (20) that overlaying cultured rat hepatocytes with a top layer of collagen preserved the liver-specific phenotype, including CYP inducibility (21). In addition, cells cultured under these conditions reestablished cell polarity and developed a structurally and functionally normal bile canalicular network (22). More recently, LeCluyse et al. (23) reported that the matrix conditions considered to be optimal for maintaining cellular integrity, protein yields, and CYP enzyme induction in primary human hepatocytes are a collagen-sandwich model in combination with modified Chee’s medium containing insulin and dexamethasone.

Figure 2 illustrates the standard induction protocol that we follow in our laboratory. Freshly isolated hepatocytes are cultured on 60-mm dishes or multiwell plates precoated with Matrigel for a minimum of two days. This allows the cells to recover from the damage endured during isolation and allows the cells to adapt to the culture environment. It’s been reported that during this initial culture period a rapid loss in constitutive CYP expression is observed in the first 24 hours, followed by a recovery period after which the cells are capable to respond to CYP inducers (12,24). The cells are then challenged with the test compounds and allowed to incubate for a period of 24 to 48 hours. Response to inducers is rapid, as shown by the Northern blots of rat hepatocytes treated with dexamethasone and phenobarbital in Figure 3. CYP3A and CYP2B1 mRNA levels increased within two hours, reaching a maximum at 24 hours. Corresponding CYP protein induction requires at least eight hours before a significant rise is observed.
1. Interpretation of Induction Data

Induction of CYP expression by xenobiotics has been reported in mainly three ways: (1) induction potential (fold induction over control), (2) EC$_{50}$ (effective concentration for 50% maximal induction), and (3) “potency index” (the ratio of induction response of the test compound compared to that of a gold standard). In our laboratory, we have defined CYP induction as a potency index or a percentage of a classic inducer rather than as fold increase over a control (induction potential). The reason for this is twofold. First, the basal levels of some CYPs may be low and therefore difficult to accurately quantitate. Second, we, and others, have found that basal CYP levels in culture may be highly
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**Figure 1** Immunoblot analysis of CYP3A (A) and CYP2B (B) protein in rat hepatocytes cultured on Matrigel and collagen. Cells were incubated in the presence of 10-μM dexamethasone or 50-μM phenobarbital for 48 hours. Source: From Ref. 12.
Cytochrome P450 Induction Assay in Primary Cultured Hepatocytes

**Step 1**
Isolate hepatocytes by collagenase perfusion of liver biopsy

**Step 2**
Resuspend and seed in 60 mm dishes coated with Matrigel

**Step 3**
Incubate for 120 hrs at 37°C. Media changed daily

(3x10⁶ cells/dish)

Nonevasive Enzyme assay (testosterone hydroxylation)

**Step 5**
Analyze CYP Western Blot

**Step 4**
Isolate microsomes

**Step 6**
Isolate RNA. Analyze CYP mRNA by Northern Blot

---

**Figure 2** Hepatocyte induction protocol.
variable between different hepatocyte preparations, while the maximum induction levels are more consistent. For example, we have found that induction of CYP3A protein in dexamethasone-treated rat hepatocyte cultures from different preparations varies from an approximately 7- to 20-fold increase (Fig. 4) (12). In human primary cultures, induction of CYP3A4 by a drug candidate, calculated as a fold increase, also varied from a two- to eightfold increase in hepatocytes from four different donors (12). In contrast, when the results were expressed as a percentage of a classic inducer (rifampicin), the range was from 16% to 34% (12). Interestingly, Kostrubsky et al. reported that variation in the basal level of CYP3A4 expression in human primary hepatocytes was up to fivefold between different donors (25). However, the maximal CYP3A activity detected after treatment with rifampicin was similar in six separate human hepatocyte cultures. Another study, by Chang et al., reported that induction of oxazaphosphorine 4-hydroxylation activity by rifampicin in human hepatocyte cultures was inversely related to the basal activity (26). These results suggest that CYP activity after maximal induction is similar between separate cultures and that differences in fold induction result from variation in basal expression. It is therefore prudent to include a positive control to address the variability between different hepatocyte preparations. This is particularly important when comparing

Figure 3 Northern blot analysis of CYP3A and CYP2B mRNAs in rat hepatocytes cultured on Matrigel. Cells were incubated in the presence of 10-μM dexamethasone or 50-μM phenobarbital for 48 hours. Source: From Ref. 12.
In order to further validate this approach, we recently compared induction potency indices for a series of compounds in vivo, in rats, with those obtained in the rat hepatocyte model (12). As shown in Figure 5, results demonstrated an excellent correlation for CYP3A and CYP2B expression.

2. In Vitro Induction Screening

One of the drawbacks of using protein level measurements in hepatocytes for induction screening is the relatively large amount of time and labor required for cell harvest and preparation of samples for CYP analysis. In addition, large numbers of cells are required per dish. This is particularly undesirable when using human hepatocytes, an increasingly limited resource. The immediate challenge, therefore, is to modify the model to accommodate a higher-throughput format. In our laboratory this has been achieved by developing a 96-well format and using analytical methodology that allows for the measurement of CYP expression in fewer cells.
Figure 5  In vitro versus in vivo induction of CYP2B (A) and CYP3A (B). Cultured rat hepatocytes and Sprague Dawley rats were treated with 13 drug candidates at a dose of 50 μM and 400 mg/kg, respectively. Potency indexes for all the compounds in vitro were compared to ones found in vivo. Source: From Ref. 12.
In regards to culturing hepatocytes in a 96-well plate format, we have adopted the same conditions that we used when culturing cells in 60-mm dishes and 24-well plates (12) and simply scaled them down to a 96-well plate format. The 96-well plates are precoated with Matrigel and are commercially available (Collaborative Biomedical Products, Boston, Massachusetts, U.S.) or, alternatively, normal plates can be coated with diluted Matrigel and dried overnight (27). Hepatocytes cultured on collagen-coated 96-well plates have also been reported to be suitable for CYP induction (28).

With respect to higher-throughput analytical methodologies, we have taken two approaches. The first involves the addition of CYP-selective substrates to cell culture and measuring the formation of the relevant metabolites in the media (CYP activity assays). The second approach is to measure CYP mRNA levels using newly developed technologies compatible with 96-well culture formats.

a. CYP activity assays. The first example of using activity probes for determining CYP expression in intact hepatocytes cultured on 96-well plates was described by Donato et al. (28). In this study, the authors used two derivatives of phenoxazone, namely, 7-ethoxyresorufin (EROD) and 7-pentoxyresorufin (PROD), to determine activity of CYP1A1 and CYP2B1, respectively, in rat and human hepatocytes. These two compounds are specifically O-dealkylated to a highly fluorescent metabolite, resorufin. Therefore, in this assay the substrates are added directly to the cells in the presence of dicumarol, to prevent further reduction of the quinone moiety by DT-diaphorase, and incubated for a period of time (~30 minutes). Aliquots of the media are then transferred to microplates to fluorometrically determine amount of product (resorufin) formed. Because resorufin is also known to be further conjugated by glucuronic acid and sulfate in the intact cell, a mixture of β-glucuronidase and arylsulfatase is added to the microplate to hydrolyze either conjugate back to resorufin. Validation of this method was examined by comparing the results obtained in intact cultured hepatocytes with the activity determined in the microsomal fraction. An excellent correlation between the two assays was found for EROD \( (r = 0.95) \) and PROD \( (r = 0.94) \) activities (28).

The classical CYP3A probe is testosterone, which is known to undergo CYP3A4-dependent 6β-hydroxylation (29). This probe has been well characterized and is widely used to determine CYP3A activity in human liver microsomes. Testosterone has also been used to determine CYP3A4 activity in human primary hepatocytes (as carefully described in Ref. 25). In our laboratory we have used both Western blot analysis and testosterone 6β-hydroxylation activity assays to determine CYP3A4 induction in human hepatocytes and have found good agreement (Fig. 6). However, HPLC or LC/MS analysis is required for the quantification of the 6β-hydroxytestosterone metabolite, resulting in a tedious and time-consuming assay. Two other probes, benzyloxyquinoline and benzyloxytrifluorocoumarin (BFC), have also been identified as potential CYP3A fluorescent probes (30). A recent study by Price et al. demonstrated that BFC is metabolized in microsomes from cells expressing recombinant human CYP1A,
CYP2B, CYP2C, and CYP3A isoforms. In primary rat hepatocytes, however, BFC was shown to be a good substrate for assessing the induction of CYP1A, CYP1A2, and CYP2B1 isoforms but not CYP3A (31).

A recent paper by Chauret et al. described the discovery of a novel fluorescent probe that is selectively metabolized by CYP3A in human liver microsomes (32). This probe, DFB \[3-\{(3,4-difluorobenzyl)oxy\}-5,5-dimethyl-4-[4-(methylsulfonyl)phenyl]furan-2(5H)-one\], is metabolized to DFH \[3-hydroxy-5,5-dimethyl-4-[4-(methylsulfonyl)phenyl]furan-2(5H)-one\], which has fluorescent characteristics (Fig. 7). In vitro CYP reaction phenotyping studies (cDNA-expressed CYP proteins and immunoinhibition experiments with highly selective anti-CYP3A4 antibodies) demonstrated that DFB was metabolized primarily by CYP3A4 (Fig. 8). Furthermore, metabolism studies performed with human liver microsomes obtained from different donors indicated that DFB dealkylation and testosterone 6β-hydroxylation correlated well (Fig. 9).

In our laboratory we have further characterized the use of this probe for assessing CYP3A4 induction in cultured human hepatocytes (33,34). In this assay, hepatocytes cultured in 96-well plates are incubated with DFB for 15 minutes. An aliquot of the media is then transferred to a microplate and DFH
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Figure 6  Correlation between testosterone 6β-hydroxylation and CYP3A protein levels, as determined by Western blot, in human hepatocytes incubated with several prototypical inducers.
quantified using a fluorescent plate reader. During the course of the reaction, the fluorescent metabolite DFH is not metabolized and there is no need for further manipulation of the sample. Figure 10 shows the correlation of CYP3A4 activity obtained with DFB and testosterone in human hepatocytes treated with several inducers. The DFB assays afford a quick and simple readout of CYP3A4 activity. Furthermore, because the cells are not adversely affected, multiple assays can be performed at different times. Indeed, it may even be possible to use the same cells to test more than one compound after an adequate washout period. Ferrini et al. have described culture conditions to maintain human hepatocytes
for several weeks while retaining CYP inducibility (35). In this latter study, the authors demonstrated that CYP3A4 expression would return to basal levels after removal of the inducer, at which time another round of testing by other compounds could be attempted.
Some compounds may have inducing properties as well as being mechanism-based inhibitors of the same CYP enzyme. It is therefore prudent, when analyzing CYP expression with activity probes, to verify that the compound being tested does not inhibit the CYP enzyme activity. In our laboratory we routinely test for this by incubating cells for approximately two hours with the test compound prior to measurement of CYP enzyme activity. If, after thoroughly washing the cells, the activity in induced cells is reduced, it is likely that inhibition of CYP3A4 has occurred. This will indicate whether the test compound is a time-dependent inhibitor.

b. mRNA analysis. **Quantitative real-time reverse transcriptase-polymerase chain reaction (RT-PCR):** In addition to using immunodetection of apoprotein and substrate metabolism, it is possible to screen for induction by analyzing expression of CYP mRNA. However, such methodology does not detect CYP induction resulting from posttranslational stabilization of proteins. An example of this latter case is with induction of CYP2E1 by isoniazid where an increase in mRNA is not observed (36).

Precise quantification of mRNA expression is difficult using conventional methods such as Northern blotting. By comparison, RT-PCR is more quantitative; however, the methodology is not suitable for a reasonable throughput (37,38) and may lead to semiquantitative data (39). Recently, a more efficient technology for precise analysis of mRNA has been developed in the form of real-time RT-PCR (40,41). The assay is based on the use of a 5′-nuclease assay and the detection of fluorescent PCR products (42). The method uses the 5′-nuclease activity of Taq polymerase to cleave a nonextendable oligonucleotide probe that hybridizes to the target cDNA and is labeled with a fluorescent reporter dye [6-FAM (6-carboxyfluorescein)] on the 5′ end and a quencher dye on the 3′ end [TAMRA (6-carboxy-tetramethyl-rhodamine)] (Fig. 11). When the probe is intact, the fluorescent signal is quenched due to the close proximity of the fluorescent and quencher dyes. However, during PCR, the nuclease degradation of the hybridization probe releases the quenching of the reporter dye, resulting in an increase in fluorescent emission. Real-time analysis of fluorescent products after each PCR cycle is determined using the ABI Prism 7700 Sequence Detection System (PE Biosystems, Foster City, California, U.S.). The PCR amplification is done in a 96-well plate format, and accumulation of PCR products is determined in real time by fluorescence detection. The mRNA copy number of the targeted gene is obtained by determining the PCR threshold cycle number generated when the fluorescent signal reaches a threshold value (42). Commonly, induction of gene expression is obtained by comparing fold increase of targeted mRNA from treated cells over mRNA from untreated cells.

The application of this technology for determining CYP induction in primary hepatocytes was first described by Strong et al. (40). To further demonstrate the potential of this technology, a study was conducted in our laboratory using primary human primary hepatocytes cultured on a 96-well plate precoated
with Matrigel (34). Cells were treated with increasing doses of rifampicin (0.08–50 μM) and at various intervals (3, 6, 12, and 24 hours). CYP3A4 activity was assessed with DFB prior to RNA isolation. CYP3A4, CYP3A5, and CYP3A7 mRNA analysis using real-time TaqMan PCR was then conducted. As shown in Figure 12, induction of CYP3A4 activity was clearly demonstrated after 24 hours in a dose-dependent manner. However, CYP3A4 mRNA was markedly elevated three hours after rifampicin dosing and continued to increase over 24 hours (Fig. 13A). These results demonstrate not only that rifampicin causes induction in CYP3A4 mRNA leading to a concomitant increase in CYP3A4 activity but also that the increase in mRNA is a much earlier event compared to alteration in enzyme activity. In contrast to CYP3A4 mRNA, CYP3A5 and CYP3A7 mRNA were not significantly elevated by rifampicin (Fig. 13B, C). This clearly

Figure 11 TaqMan RT-PCR assay. Abbreviation: RT-PCR, real-time reverse transcriptase-polymerase chain reaction.
demonstrates the advantage of this technology in its ability to differentiate between closely related CYPs. A recent study by Bowen et al. has also demonstrated the use of quantitative real-time PCR to measure the expression of CYP1A1 and CYP3A4 in human hepatocytes (41). The more conventional analytical methodology exemplified by Western blot and substrate probes lack the sensitivity and selectivity to profile all CYPs. Another advantage of this method is the ability to store the isolated mRNAs in order to perform further analysis of other genes at a later date. The cells, however, are terminated at the end of the experiment and, therefore, cannot be recycled for further studies.

c. Ribonuclease protection assays. Surry et al. reported a new assay to quantify mRNA levels for CYP isoforms 1A1, 1A2, 3A, and 4A1 in rat hepatocytes (43). This assay uses a set of oligonucleotide probes end labeled with $[^{35}\text{S}]\text{dATP}$ to hybridize to mRNA in rat hepatocytes cultured on Cytostar-T 96-well scintillating microplates precoated with Matrigel. After treating the cells with potential inducers, hepatocytes were fixed with formaldehyde followed by in situ hybridization with specific $[^{35}\text{S}]$ ATP-labeled oligonucleotide probes developed to hybridize to specific sites on CYP mRNA. While the probes for CYP1A1, CYP1A2, and CYP4A1 were selective, the set for CYP3A did not discriminate between CYP3A1, CYP3A2, CYP3A18, and CYP3A23. In this
Figure 13 Dose- and time-dependent induction of CYP3A4 (A), CYP3A5 (B), and CYP3A7 (C) mRNAs in human cultured hepatocytes incubated with rifampicin. Cells cultured on Matrigel-coated 96-well plates were incubated with increasing doses of rifampicin, and RNA was harvested at times indicated. Specific CYP mRNAs were determined by TaqMan RT-PCR. Abbreviations: CYP, cytochrome P450; RT-PCR, real-time reverse transcriptase-polymerase chain reaction.
study, the authors demonstrated that the CYP3A mRNA levels obtained in rat hepatocytes treated with various compounds correlated well with testosterone 6β-hydroxylase activities in hepatic microsomes from in vivo studies (43). The advantage of such a technique is that mRNA does not need to be isolated. The procedure, from culture to hybridization to detection, takes place within a single 96-well plate. A limitation to this assay is that only one CYP may be analyzed per well and samples cannot be stored for analysis of other genes at a later date.

d. **bDNA technology.** Another recently developed technology to measure CYP mRNA levels is the branched DNA (bDNA) signal amplification assay (44,45). This technology involves a nonpolymerase chain reaction and nonradioactive detection method resembling the enzyme-linked immunosorbent assay (ELISA). One of the advantages of this assay is the capability to use total RNA or cell extract for the analysis. The assay comprises a multiple of oligonucleotides to capture the mRNA of interest (see Ref. 45 for details). Three types of hybrid target probes are used and include capture probes, label extender, and blocker probes. Capture probes are designed so that a portion hybridizes to an oligonucleotide that is fixed to the well surface of a 96-well plate and another portion hybridizes to the target mRNA. Label extender oligonucleotide probes are designed so that a portion hybridizes to the mRNA target and the other portion hybridizes to the bDNA molecule that is essential for the amplification of the hybridization signal. Blocker oligonucleotide robes fill in the gaps in the mRNA between the capture and the label extender probes (which minimizes RNase-mediated mRNA degradation). Detection of target CYP mRNA is then accomplished by adding an enzyme (alkaline phosphatase) conjugated to an oligonucleotide, which hybridizes to the branches of the bDNA molecule. On addition of a substrate, dioxetane, a chemiluminescent signal is produced and measured. This technology has recently been used to analyze the expression of CYP1A1, CYP1A2, CYP2B1/2, CYP2E1, CYP3A1/23, and CYP4A2/3 in rats treated with classical enzyme-inducing compounds (45).

**B. Slices**

Tissue slices have been used for several decades to study basic pathways of intermediary metabolism as well as hepatotoxicity (46–48). However, procurement of the slices was performed by handheld instruments, and therefore the quality of the slices tended to vary between different preparations as well as between different laboratories (49). It was not until 1985 that the first paper described the development of a mechanical tissue slicer, where it was possible to obtain reproducible slices of specified thickness (50). More recently, this model has gained popularity and acceptance. There are now two commercially available instruments to produce slices of reproducible thickness, the Krumdieck slicer (Alabama Research and Development Corp., Munford, Alabama, U.S.) and the Brendel-Vitron slicer (Vitron Inc., Tucson, Arizona, U.S.) (see Ref. 49 for a
review). Although liver slices have been widely used for drug metabolism and toxicity studies, their use for CYP induction studies have been limited. Several groups have shown that it is possible to culture slices for several days while retaining CYP inducibility (51–54). To overcome the problems associated with long-term culture of tissue slices, a roller culture system has been developed that allows the upper and lower surfaces of the cultured slice to be exposed to the gas phase during the course of incubation (49). Precision-cut rat and human liver slices cultured in this way are reported to survive for up to 72 hours while still retaining CYP inducibility (55). The same authors demonstrated induction of CYP2B1/2 and CYP3A in rat liver slices when treated with phenobarbital, CYP1A2 when treated with β-naphthoflavone, and CYP1A2, CYP2B1/2, and CYP3A when treated with Aroclor 1254 (55). In cultured human liver slices, rifampicin has also been shown to induce CYP 3A4 (56).

This model offers the advantage of maintaining tissue architecture and cell-to-cell communication. Moreover, slices may be prepared from a range of tissues, including liver, heart, kidney, lung, and spleen, from laboratory animals and humans. The main disadvantage of this model is in the handling of the slices. Because a complex culture system is required, the number of samples that can be handled at any one time is limited. The model is also not amenable to automation, unlike a 96-well cell-culture format. In addition, slices have a limited lifespan in culture (~7 days), and several investigators have expressed concerns about the ability of a test compound to penetrate through a layer of damaged cells to reach viable cells (57,58).

C. Reporter Gene Constructs

Kliewer et al. first identified a new member of the steroid/thyroid receptor family termed PXR (pregnane X receptor) to be responsible for mediating the activation of CYP3A gene expression (59). Their conclusions were based on three lines of evidence. First, both dexamethasone and pregnenolone 16α-carbonitrile (PCN) were potent activators of PXR; second, PXR binds as a heterodimer with RXR (retinoic acid receptor) to the conserved DR-3 motifs in the CYP3A23 and CYP3A2 gene promoters; and finally, PXR was found to be tissue selective, expressed mainly in liver, intestine, and kidney. These tissues are the ones reported to express inducible CYP3A genes in response to both dexamethasone and PCN (60). This was immediately followed by another report by the same group (61) with the identification of a human PXR that bound to the rifampicin response element in the CYP3A4 promoter as a heterodimer with RXR. Comparison of the human PXR with the recently cloned mouse PXR revealed significant differences in their activation by several drugs. This further supports the hypothesis that the molecular reasoning for the observed species differences in CYP3A expression was due to species specificity in PXR. Furthermore, with the cloning of PXRIs from other species, including rabbit and rat, observed species-specific xenobiotic activation of CYP3A in vivo and in primary hepatocytes...
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has so far correlated with the activation of PXR in vitro (62). This prompted the suggestion to use PXR binding and activation assays to assess the potential for drug candidates to induce CYP3A. A recent study on St. John’s wort, a herbal remedy used for the treatment of depression, demonstrated that hyperforin, a constituent of St. John’s wort, induced CYP3A4 in human primary hepatocytes and was a potent PXR ligand (63). Moreover, CV-1 cells cotransfected with an expression vector for human PXR and a reporter gene resulted in the activation of PXR comparable to that achieved with rifampicin. These data further support the hypothesis that PXR is a key regulator of CYP3A expression in different species. However, it’s important to note that activation of PXR may not be the only possible mechanism resulting in the induction of CYP3A.

These type of assays have great potential as screening tools for CYP induction without having to use valuable human hepatocytes. The human hepatocyte model could be reserved to confirm results of a lead compound after exhaustive screening with such reporter gene construct models.

III. CASE STUDY

An example of an in vitro–in vivo correlation was recently demonstrated in a study involving autoinduction (64). The major oxidative pathway of a cyclooxygenase-2 inhibitor, DFP [(5,5-dimethyl-3-(2-propoxy)-4-(4-methanesulfonylphenyl)-2(5H)-furanone), gives rise to DFH, a dealkylated product (Fig. 14). This process is mediated by CYP3A enzymes in the rat, as demonstrated by incubations of DFP with hepatic microsomes from rats treated with dexamethasone (CYP3A23) and with recombinant rat CYP3A1 and CYP3A2. DFP is also a potent inducer of CYP3A in the rat hepatocyte induction model as measured by Western blot or enzyme activity, using both testosterone and DFP as probe substrates (Fig. 15). Thus, the CYP3A-mediated pathway of DFP was induced in hepatocytes that had been treated for 48 hours with 2-, 10-, and 50-μM DFP in a dose-dependent manner. In vivo rat pharmacokinetic studies at oral doses of 10, 30, and 100 mg/kg gave C_{max} concentrations of circa 20, 40, and 80 μM, respectively (Fig. 16A), indicating that the in vitro concentrations approximated in vivo concentrations. On the basis of these data, it was predicted that autoinduction should occur in vivo, giving rise to altered pharmacokinetic parameters such as lowered C_{max} and area under the plasma concentration–time curve (AUC) values.

Induction of rat CYP3A was confirmed in vivo by dosing rats with DFP at 100 mg/kg for four days. Microsomes prepared from the excised livers showed that DFP gave 55% (±7% S.D., n = 4) of the induction observed with dexamethasone, as determined by Western blot analysis. In vivo treatment of rats with DFP (10–100 mg/(kg·day) for 13 weeks) indicated that DFP induced its own metabolism. The C_{max} and plasma drug AUC values during the 13th week were significantly lower than that on the first day, and the effect was dose dependent (Fig. 16). Thus, at the lowest dose, the changes in C_{max} and AUC were modest or insignificant. However, at the top dose, reductions in both parameters were
Figure 14  Proposed metabolic pathway for DFP. *Abbreviation:* DFP, [(5,5-dimethyl-3-(2-propoxy)-4-(4-methanesulfonylphenyl)-2(5H)-furanone)]. *Source:* From Ref. 64.

Figure 15  CYP3A potency indices of DFP in cultured rat hepatocytes as determined by Western blots, testosterone 6β-hydroxylation, and DFP turnover. *Abbreviation:* DFP, [(5,5-dimethyl-3-(2-propoxy)-4-(4-methanesulfonylphenyl)-2(5H)-furanone)]. *Source:* From Ref. 64.
Figure 16 Changes to pharmacokinetic parameters over 13-week dosing regimen. (A) Maximum plasma concentration ($C_{\text{max}}$) of DFP determined after single doses of 10, 30, or 100 mg/kg of DFP compared to the $C_{\text{max}}$ after 13 weeks of dosing. (B) AUC after a single dose of 10, 30, or 100 mg/kg of DFP compared with the $C_{\text{max}}$ after 13 weeks of dosing. Abbreviations: DFP, [(5,5-dimethyl-3-(2-propoxy)-4-(4-methanesulfonylphenyl)-2(5H)-furanone)]; AUC, area under the plasma concentration–time curve. Source: From Ref. 64.
marked. The $C_{\text{max}}$ was reduced by about 50% and the AUC was reduced by about 80%. Thus, autoinduction was realized in vitro and in vivo. In both cases, the observed metabolic autoinduction is consistent with the hypothesis that it is caused by CYP3A induction.

Subsequent studies with DFP indicated that the human oxidative pathways were catalyzed by CYP3A and CYP1A, as demonstrated by turnover with recombinant CYP enzymes. Induction studies in the human hepatocyte model demonstrated that human CYP3A was not significantly induced by DFP. Therefore, despite the autoinduction observed in rats, this compound was carried forward into clinical trials.

IV. STRATEGIES FOR MANAGING POTENTIAL CYP INDUCERS

Figure 17 summarizes strategies for screening of and dealing with possible CYP inducers at the drug discovery and development stages. The first step involves incubating a lead compound in the human hepatocyte model to determine CYP potency indices over a wide range of concentrations. If human hepatocytes are not readily available, hepatocytes from a relevant species may be used. For example, rabbit hepatocytes appear to be a better predictor for CYP3A4 induction compared to rat hepatocytes (5,12). If results show that the compound is a potent inducer of a particular CYP, then other closely related analogs may be tested to determine the feasibility of reducing the induction potential within a chemical series. In cases where it may not be possible to identify a noninducing
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analog, this information can be used as a guide to plan relevant drug-drug interaction studies in the clinic.
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In Vitro Approaches for Studying the Inhibition of Drug-Metabolizing Enzymes and Identifying the Drug-Metabolizing Enzymes Responsible for the Metabolism of Drugs (Reaction Phenotyping) with Emphasis on Cytochrome P450
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I. INTRODUCTION

From a drug interaction and pharmacogenetic perspective, drugs can be evaluated for their victim and perpetrator potential. Victims are those drugs whose clearance is predominantly determined by a single route of elimination, such as metabolism by a single cytochrome P450 (CYP) enzyme. Such drugs have a high victim potential because a diminution or loss of that elimination pathway, either due to a genetic deficiency in the relevant CYP enzyme or due to its inhibition by another concomitantly administered drug, will result in a large decrease in clearance and a correspondingly large increase in exposure to the victim drug (e.g., area under the plasma concentration–time curve or AUC). Perpetrators are those drugs (or other environmental factors) that inhibit or induce the enzyme that is otherwise responsible for clearing a victim drug. Genetic polymorphisms
that result in the partial or complete loss of enzyme activity (i.e., the intermediate and poor metabolizer genotypes) can also be viewed as perpetrators because they have the same effect as an enzyme inhibitor, i.e., they cause a decrease in the clearance of—and an increase in exposure to—victim drugs. Likewise, genetic polymorphisms that result in the overexpression of enzyme activity [i.e., the ultrarapid metabolizer (UM) genotype] can be viewed as perpetrators because they have the same effect as an enzyme inducer: they cause an increase in the clearance of—and a decrease in exposure to—victim drugs. Several drugs, whose elimination is largely determined by their metabolism by CYP2C9, CYP2C19, or CYP2D6, three genetically polymorphic enzymes, are victim drugs because their clearance is diminished in poor metabolizers (PMs), i.e., individuals who are genetically deficient in one of these enzymes. Drugs whose disposition is dependent on uptake or efflux by a transporter or on metabolism by a drug-metabolizing enzyme other than CYP can also be considered from the victim/perpetrator perspective. From a drug interaction perspective, victim drugs are also known as *objects*, whereas perpetrators are also known as *precipitants*.

This chapter focuses on in vitro reaction phenotyping (also known as enzyme mapping) and CYP inhibition. Reaction phenotyping is the process of identifying the enzyme or enzymes that are largely responsible for metabolizing a drug candidate. When biotransformation is known or suspected to play a significant role in the clearance of a drug candidate (which applies to most drug candidates with a log \( \text{D}_{\gamma, A} \geq 1.0 \)), then reaction phenotyping is required prior to approval by the FDA and other regulatory agencies (1–6). Reaction phenotyping allows an assessment of the victim potential of a drug candidate. The FDA also requires drug candidates be evaluated for their potential to inhibit the major CYP enzymes involved in drug metabolism. This allows an assessment of the perpetrator potential of the drug candidate. Drugs can also cause pharmacokinetic drug interactions by inducing CYP and other drug-metabolizing enzymes and/or drug transporters. The assessment of drugs as enzyme inducers is reviewed in Chapter 6.

Terfenadine, cisapride, astemizole, and cerivastatin are all victim drugs, so much so that they have all been withdrawn from the market or, in the case of cisapride, made available only with severe restrictions. The first three are all victim drugs because they are extensively metabolized by CYP3A4. Inhibition of CYP3A4 by various antimycotic drugs, such as ketoconazole, and antibiotic drugs, such as erythromycin, decrease the clearance of terfenadine, cisapride, and astemizole, and increase their plasma concentrations to levels that, in some individuals, cause ventricular arrhythmias (QT prolongation and torsade de pointes), which can result in fatal heart attacks. Cerivastatin is extensively metabolized by CYP2C8. Its hepatic uptake by OATP1B1 and CYP2C8-mediated metabolism is inhibited by gemfibrozil [actually by gemfibrozil glucuronide], and the combination of cerivastatin (Baycol™) and gemfibrozil (Lopid™) was associated with a high incidence of fatal, cerivastatin-induced rhabdomyolysis, which prompted the worldwide withdrawal of cerivastatin (7–11).
Posicor® (mibefradil) is the only drug withdrawn from the U.S. market largely because of its perpetrator potential. This calcium channel blocker not only caused extensive inhibition of CYP3A4, it also caused prolonged inhibition of the enzyme by virtue of being a metabolism-dependent inhibitor of CYP3A4. By inactivating CYP3A4 in an irreversible manner, so that restoration of normal CYP3A4 activity required the synthesis of new enzyme, mibefradil inhibited CYP3A4 long after treatment with the drug was discontinued.

Victim potential can be quantified on the basis of fractional metabolism according to the following equation:

\[
\text{Fold increase in exposure} = \frac{\text{AUC}_i \text{ or AUC}_{PM}}{\text{AUC}_{ui} \text{ or AUC}_{EM}} = \frac{1}{1 - f_m}
\]

where \( \text{AUC}_i \) (AUC inhibited) and \( \text{AUC}_{ui} \) (AUC uninhibited) are the plasma AUC values in the presence and absence of inhibitor, respectively, and where \( \text{AUC}_{PM} \) and \( \text{AUC}_{EM} \) are plasma AUC values in genetically determined PMs and extensive metabolizers (EMs), respectively. The relationship between fractional metabolism by a single enzyme and the fold increase in drug exposure that results from the loss of that enzyme is shown in Figure 1, which shows that the relationship is not a linear one. Loss of an enzyme that accounts for 50% of a drug’s
clearance ($f_m = 0.5$) results in a twofold increase in AUC, whereas it results in a 10-fold increase in AUC when the affected enzyme accounts for 90\% of a drug’s clearance ($f_m = 0.9$). In the case of oral drugs that undergo significant pre-systemic clearance (i.e., first-pass metabolism in the intestine and/or liver), the impact of enzyme inhibition (or the PM genotype) can be twofold: it can increase AUC of the victim drug by (1) decreasing presystemic clearance (which increases oral bioavailability) and (2) decreasing systemic clearance. In the case of drugs administered intravenously, enzyme inhibition increases AUC only by decreasing systemic clearance. Consequently, the magnitude of the increase in AUC for certain drugs depends on their route of administration, as illustrated by the interaction between ketoconazole (perpetrator) and midazolam (victim): ketoconazole, a CYP3A4 inhibitor, increases the AUC of midazolam three- to five-fold when midazolam is administered intravenously, but it causes a 10- to 16-fold increase when midazolam is administered orally (12). The same is true when the perpetrator is an enzyme inducer. For example, the CYP3A4 inducer rifampin decreases the AUC of midazolam by a factor of 9.7 when midazolam is administered orally, but it decreases the AUC by a factor of only 2.2 when midazolam is administered intravenously (13). The difference caused by route of administration is more dramatic for the inductive effect of rifampin on the AUC of nifedipine (12-fold for oral vs. 1.4-fold for intravenous) (14) and even more dramatic for S-verapamil (30-fold for oral vs. 1.3-fold for intravenous) (15).

When an enzyme accounts for only 20\% of a drug’s clearance ($f_m = 0.2$), complete loss of the enzyme activity causes only a 25\% increase in AUC, which is normally considered to be bioequivalent (the so-called bioequivalence goals posts range from 80\% to 125\%, meaning that AUC values within this range can be considered equivalent and, therefore, acceptable). Therefore, an “unacceptable” increase in AUC requires an $f_m$ of greater than 0.2. Actually, the FDA urges the characterization of all elimination pathways that account for 25\% or more of a drug’s clearance (i.e., $f_m \geq 0.25$).

Fractional metabolism by an enzyme determines the magnitude of the increase in drug exposure in individuals lacking the enzyme, but it does not determine its pharmacological or toxicological consequences. These are a function of therapeutic index, which is a measure of the difference between the levels of drug associated with the desired therapeutic effect and the levels of drug associated with adverse events. For drugs with a large therapeutic index, a high degree of clearance by a polymorphically expressed enzyme is not necessarily an obstacle to regulatory approval. For example, dextromethorphan is extensively metabolized by CYP2D6. Its fractional metabolism is estimated to be 0.93 to 0.98 such that the AUC of dextromethorphan in CYP2D6 PMs or in EMs administered quinidine is about 27 to 48 times greater than that in EMs (16,17). Dextromethorphan has a large therapeutic index, hence, despite this large increase in exposure in CYP2D6 PMs, dextromethorphan is an ingredient in a large number of over-the-counter (OTC) medications. Strattera\textsuperscript{16} (atomoxetine) is another drug whose clearance is largely determined by CYP2D6
(f_{\text{in}}(\text{CYP2D6}) \approx 0.9). Its AUC in CYP2D6 PMs is about 10 times that of EMs, but Strattera has a sufficiently large therapeutic index and was approved by the FDA only in the last few years (i.e., 2002).

Genetic polymorphisms give rise to four basic phenotypes on the basis of the combination of allelic variants that encode a fully functional enzyme (the wild-type or *1 allele designated “+”), a partially active enzyme (designated “*”), or an inactive enzyme (designated “-”). These four basic phenotypes are: (1) EMs, individuals who have at least one functional allele (+/+ , +/* , or +/-), (2) PMs, individuals who have no functional alleles (-/-), (3) intermediate metabolizers (IMs), individuals who have two partially functional alleles or one partially functional and one nonfunctional allele (*/* or */-), and (4) UMs, individuals who, through gene duplication, have multiple copies of the functional gene [(+/+)n]. This traditional classification scheme has been revised recently on the basis of an activity score, which assigns to each allelic variant a functional activity value from one (for the wild-type or *1 allele) to zero (for any completely nonfunctional allele), as reviewed by Zineh et al. (18). The basis of the activity score, as it applies to CYP2D6, is illustrated in Table 1.

A wide range of activity is also observed for many of the CYP enzymes that have a very low incidence of genetic polymorphisms. This variation arises because CYP inhibitors can produce the equivalent of the PM phenotype, whereas CYP inducers can produce the equivalent of the UM phenotype. For example, CYP3A4 shows a low incidence of functionally significant genetic polymorphisms, but PMs can be produced pharmacologically with inhibitors, such as ketoconazole, erythromycin, and mibefradil, whereas UMs can be produced pharmacologically with inducers such as rifampin, St. John’s wort, and the enzyme-inducing antiepileptic drugs (EIAEDs), such as phenobarbital, phenytoin, carbamazepine, and felbamate.

The variation in drug exposure that results from genetic polymorphisms or CYP inhibition/induction and the importance of therapeutic index to drug safety is illustrated in Figure 2. When a drug has a large therapeutic index, it is possible that no dosage adjustment is required either to achieve therapeutic efficacy in UMs or to prevent adverse effects in PMs (assuming that the therapeutic and adverse effects are both mediated by the parent drug, which is often but not always the case). When a drug has a narrow therapeutic index, the standard dosage may need to be increased in UMs (to achieve a therapeutic effect) or decreased in PMs (to prevent an adverse effect). The FDA defines a narrow therapeutic range as either “less than a 2-fold difference in median lethal dose (LD_{50}) and median effective dose (ED_{50}) values” or “less than a 2-fold difference in the minimum toxic concentrations and minimum effective concentrations in the blood, and safe and effective use of the drug products require careful titration and patient monitoring.”

Drugs with a narrow therapeutic index are candidates for therapeutic drug monitoring, as in the case of the anticoagulant warfarin. The adverse effect of warfarin, namely excessive anticoagulation that can result in fatal hemorrhaging, is an extension of its pharmacological effect (inhibition of the synthesis of
Table 1  The Relationship Between Genotype and Phenotype for a Polymorphically Expressed Enzyme with Active (wt), Partially Active (*x), and Inactive (*y) Alleles

<table>
<thead>
<tr>
<th>Genotype</th>
<th>Alleles</th>
<th>Conventional phenotype&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Activity score&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Activity score phenotype&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duplication of active alleles ((n = 2) or more)</td>
<td>wt/wt (n)</td>
<td>UM</td>
<td>(2 \times n)</td>
<td>UM</td>
</tr>
<tr>
<td>Two fully active wild-type (wt) alleles</td>
<td>wt/wt</td>
<td>EM</td>
<td>(1 + 1 = 2)</td>
<td>High EM</td>
</tr>
<tr>
<td>One fully active + one partially active allele</td>
<td>wt/*x</td>
<td>EM</td>
<td>(1 + 0.5 = 1.5)</td>
<td>Medium EM</td>
</tr>
<tr>
<td>One fully active + one inactive allele</td>
<td>wt/*y</td>
<td>EM</td>
<td>(1 + 0 = 1)</td>
<td>Low EM</td>
</tr>
<tr>
<td>Two partially active alleles</td>
<td>*x/*x</td>
<td>EM or IM</td>
<td>(0.5 + 0.5 = 1)</td>
<td>Low EM</td>
</tr>
<tr>
<td>One partially active + one inactive allele</td>
<td>*x/*y</td>
<td>IM</td>
<td>(0.5 + 0 = 0.5)</td>
<td>IM</td>
</tr>
<tr>
<td>Two inactive alleles</td>
<td>*y/*y</td>
<td>PM</td>
<td>(0 + 0 = 0)</td>
<td>PM</td>
</tr>
</tbody>
</table>

<sup>a</sup>The phenotypes are ultrarapid metabolizer (UM), extensive metabolizer (EM), intermediate metabolizer (IM), and poor metabolizer (PM), based on the particular combination of alleles that are fully active (wt), partially active (*x), or inactive (*y).

<sup>b</sup>In the case of CYP2D6 [Zineh et al. (18)], various activity scores have been determined experimentally as follows:
- Activity score = 1.0 for each *1 (wt), *2, *35, and *41 [2988G]
- Activity score = 0.75 for each *9, *29, *45, and *46
- Activity score = 0.5 for each *10, *17, *41 [2988A]

<sup>c</sup>Activity scores are classified as follows [from Zineh et al. (18)]:
- UM activity score = \(> 2.0\) (e.g., \(*1/*1\) \(n\) where \(n\) is 2 or more gene duplications)
- High EM activity score = 1.75 to 2.0 (e.g., *1/*1)
- Medium EM activity score = 1.5 (e.g., *1/*17 or *9/*9)
- Low EM activity score = 1.0 to 1.25 (e.g., *1/*4, *17/*17, or *9/*17)
- IM activity score = 0.5 to 0.75 (e.g., *4/*9 or *4/*17)
- PM activity score = 0 (e.g., *4/*4)
vitamin K-dependent clotting factors, which results in a prolongation of partial thromboplastin time or PTT). Warfarin is a racemic drug (a mixture of $R$- and $S$-enantiomers). The $S$-enantiomer, whose disposition is largely determined by CYP2C9, is four times more pharmacologically active than the $R$-enantiomer, whose disposition is largely determined by enzymes other than CYP2C9. The anticoagulant effect of warfarin [measured as an increase in prothrombin time on the basis of the international normalized ratio (INR)] is monitored during initial treatment with a low dose of warfarin, during dose escalation and then periodically during maintenance dosing to select the appropriate dose of anticoagulant on an individual-by-individual basis. Genotyping analysis provides useful information on dose selection. Individuals who are homozygous or heterozygous for certain allelic variants (the *3 and, to a lesser extent, the *2 allele) are CYP2C9 PMs or IMs and, as such, require less warfarin compared with an EM [an individual who is homozygous for the *1 (or wild-type) allele] (19). CYP2C9 genotype is not the only factor that influences dosing with warfarin. Genetic polymorphisms in the therapeutic target, vitamin K epoxide reductase (VKOR, gene symbol: VKORC1), can also impact warfarin dosing because different levels of warfarin are required to inhibit the variants of VKOR.

To achieve the same degree of anticoagulation, the dose of warfarin must be decreased during concomitant therapy with a CYP2C9 inhibitor and, conversely, it must be increased during concomitant therapy with a CYP2C9 inducer. This is why drug candidates that are identified in vitro as CYP2C9 inhibitors or inducers may need to be examined for their ability to cause significant interactions with warfarin in the clinic. Warfarin is a victim drug; its disposition is heavily reliant on CYP2C9 activity. It has been identified by the FDA as a CYP2C9 substrate with a narrow therapeutic range. Table 2 provides a

**Figure 2** The impact of genetic polymorphisms (the UM, EM, IM, and PM genotypes) and the corresponding impact of enzyme induction or inhibition on exposure to a drug. Abbreviations: UM, ultrarapid metabolizer; EM, extensive metabolizer; IM, intermediate metabolizer; PM, poor metabolizer.
<table>
<thead>
<tr>
<th>Substrates</th>
<th>CYP1A2</th>
<th>CYP2A6</th>
<th>CYP2B6</th>
<th>CYP2C8</th>
<th>CYP2C9</th>
<th>CYP2C19</th>
<th>CYP2E1</th>
<th>CYP2D6</th>
<th>CYP2D6</th>
<th>CYP2E1</th>
<th>CYP3A4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alosetron</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caffeine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duloxetine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-Ethoxy-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-hydroxydoreif</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phencinet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tacrine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tizanidine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theophyl-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>line</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ketamine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mepered-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>idine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nevirapine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 2: Examples of Clinically Relevant Substrates, Inhibitors, and Inducers of the Major Human Liver Microsomal P450 Enzymes Involved in Xenobiotic Biotransformation

<table>
<thead>
<tr>
<th>Inhibitors</th>
<th>Methoxsalen&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Clopidogrel&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Gemfibrozil&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Amiodarone&lt;sup&gt;e&lt;/sup&gt;</th>
<th>Fluvoxamine&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Clomethiazole&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Amiodarone&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acyclovir&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Clopidogrel&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Gemfibrozil&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Fluvoxamine&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Clomethiazole&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Cimetidine&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Clopidogrel&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Gemfibrozil&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Fluvoxamine&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Clomethiazole&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Ciprofloxacin</td>
<td>Clopidogrel&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Gemfibrozil&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Fluvoxamine&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Clomethiazole&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Cimetidine&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Clopidogrel&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Gemfibrozil&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Fluvoxamine&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Clomethiazole&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Aripiprazole&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Clopidogrel&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Gemfibrozil&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Fluvoxamine&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Clomethiazole&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Cimetidine&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Clopidogrel&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Gemfibrozil&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Fluvoxamine&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Clomethiazole&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Ciprofloxacin</td>
<td>Clopidogrel&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Gemfibrozil&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Fluvoxamine&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Clomethiazole&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Amiodarone&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

### Inducers

| 3-Methyl-cholanthrene<sup>a</sup> | Dexamethasone<sup>a</sup> | Phenobarbital<sup>b</sup> | Phenobarbital<sup>b</sup> | Ethanol<sup>b</sup> NA |
| β-Naphthoflavone<sup>a</sup> | Pyrazole<sup>b</sup> | Rifampin<sup>c</sup> | Ethanol<sup>b</sup> | NA |
| Omeprazole<sup>a</sup> | Dexamethasone<sup>a</sup> | Ethanol<sup>b</sup> | NA |
| Lansoprazole<sup>a</sup> | Ethanol<sup>b</sup> | NA |

Note: All FDA classifications are based on information available at the following URL: http://www.fda.gov/cder/dmg/digInteractions/tableSubstrates.htm#classInhibit

- FDA-preferred in vitro substrate, inhibitor, or inducer
- FDA-approved examples of in vivo substrates, inhibitors, or inducers for oral administration (Substrates in this category have plasma AUCs that are increased by at least twofold (5-fold for CYP3A4 substrates) when coadministered with inhibitors of the enzyme. Inhibitors in this category increase the AUC of substrates for that enzyme by at least twofold (5-fold for CYP3A4). Inducers in this category decrease the plasma AUC of substrates for that enzyme by at least 30%.
- Classified by the FDA as a “strong inhibitor” (i.e., caused a ≥ 5-fold increase in plasma AUC or ≥ 80% decrease in the clearance of CYP substrates in clinical evaluations)
- Classified by the FDA as a “moderate inhibitor” (i.e., caused a ≥ 2-fold but < 5-fold increase in plasma AUC or 50-80% decrease in the clearance of sensitive CYP substrates when the inhibitor was given at the highest approved dose and the shortest dosing interval in clinical investigations)
- Classified by the FDA as a “weak inhibitor” (i.e., caused a ≥ 1.25-fold but < 2-fold increase in plasma AUC or 20-50% decrease in the clearance of sensitive CYP substrates when the inhibitor was given at the highest approved dose and the shortest dosing interval in clinical investigations)
- Classified by the FDA as a “sensitive substrate” (i.e., drugs whose plasma AUC values have been shown to increase by ≥ 5-fold when coadministered with a known CYP inhibitor)
- Classified by the FDA as a “substrate with narrow therapeutic range” (i.e., drugs whose exposure response indicates that increases in their exposure levels by concomitant use of CYP inhibitors may lead to serious safety concerns such as torsades de pointes)

**Abbreviations:** CYP, cytochrome P450; AUC, area under the plasma concentration-time curve.
summary of selected CYP substrates, inhibitors, and inducers, many of which are recognized by the FDA, from an in vivo perspective, as sensitive substrates, potent inhibitors, or efficacious inducers, respectively.

When a potential victim drug is identified by reaction phenotyping, or when a potential perpetrator is identified by assessing CYP inhibition or induction, the information summarized in Table 2 can point to the type of clinical drug interaction study that would test in vivo the veracity and clinical significance of the in vitro data. For example, in the case of a drug candidate that is identified as a CYP2C9 substrate in vitro (i.e., a possible CYP2C9 victim drug), clinical studies might be carried out to assess whether the drug’s disposition is affected by the same CYP2C9 genetic polymorphisms and the same CYP2C9 inhibitors/inducers that are known to influence the disposition of warfarin. Conversely, in the case of a drug candidate that is identified as a potent inhibitor (or efficacious inducer) of CYP2C9 (i.e., a CYP2C9 perpetrator), clinical studies might be carried out to assess whether the drug alters the disposition of warfarin (and other drugs whose clearance is dependent on CYP2C9).

The preceding discussion focuses only on drug-drug interactions that are pharmacokinetic in nature. Drug-drug interactions can also be pharmacodynamic in nature. For example, drugs that have antiplatelet activity and drugs that impede vitamin K absorption potentiate the anticoagulant effect of warfarin without necessarily impacting its disposition. This chapter focuses only on drug-drug interactions that are pharmacokinetic in nature and it further focuses mainly on drugs that are substrates for or inhibitors of CYP. Although the focus of this chapter is on the pathways that are determined by CYP-dependent metabolism, the same principles apply to other pathways of clearance, including metabolism by other enzymes, transport, biliary excretion, and urinary excretion.

II. EVALUATION OF DRUGS AS INHIBITORS OF CYP ENZYMES

In 1997 and 1999, the FDA issued two guidance documents entitled Drug Metabolism/Drug Interaction Studies in the Drug Development Process: Studies In Vitro and In Vivo Drug Metabolism/Drug Interaction Studies—Study Design, Data Analysis, and Recommendations for Dosing and Labeling. These documents reflected the FDA’s thinking on these topics in the wake of the sometimes fatal interactions between terfenadine and drugs such as erythromycin and ketoconazole, and the announcement in January of 1997 that the FDA would withdraw approval of terfenadine. As many pharmaceutical companies and contract research organizations began adopting the general principles set forth in these guidance documents with a variety of experimental designs, it became increasingly clear that more direction was needed in order to optimize study designs. This observation was especially true with regard to time-dependent inhibition of CYP...
enzymes and examination of enzymes other than CYP1A2, CYP2C9, CYP2C19, CYP2D6, and CYP3A4. Workshops and conferences were held on the topic in 1997, 1999, and 2000, the latter of which specifically sought to achieve consensus on the conduct of in vitro and in vivo studies of metabolic and transport interactions and formed the basis of the 2001 “consensus paper” (4). Since 2001, other papers have reviewed many of the approaches commonly used to examine the potential for drug-drug interactions and these provided regulatory and industry perspectives as well as refinements to the original paper (5,20–22). In the absence of a revised formal guidance document on either in vitro or in vivo drug-drug interactions by 2004, the FDA’s Center for Drug Evaluation and Research (CDER) issued a preliminary concept paper entitled Drug Interaction Studies—Study Design, Data Analysis, and Implications for Dosing and Labeling (1). This document formed the basis of the draft guidance document of the same title that replaced the earlier documents (2). Further refinements to this draft guidance will be posted online at the http://www.fda.gov/cder/drug/drugInteractions/default.htm. The classification of substrates, inhibitors, and inducers to be used in drug interactions studies as presented by the FDA appears in Table 2.

A. Guidelines for In Vitro CYP Inhibition Studies

The primary purpose of evaluating drugs as inhibitors of CYP enzymes in vitro is to determine their perpetrator or precipitant potential before advancing a candidate drug to a late stage of development. However, identifying a drug as an in vitro inhibitor of a given CYP enzyme does not imply that the drug will necessarily cause clinically relevant drug interactions. The clinical relevance of the inhibition must be considered in the following context:

1. The pharmacokinetics of the perpetrator (inhibitory) drug.
2. The potential of administering the perpetrator with the victim drug.
3. The extent to which the clearance of the victim drug is dependent on the inhibited CYP enzyme (i.e., $f_{m(CYP)}$).
4. The potential for saturating the enzyme that metabolizes the victim drug.
5. The clinical consequences of altering the pharmacokinetics of the victim drug (which may or may not be a cause for concern depending on the drug’s therapeutic index).
6. The therapeutic indication of the perpetrator and victim drug. Drugs used to treat life-threatening diseases (e.g., cancer, AIDS) are permitted more regulatory leeway than lifestyle-enhancing drugs (such as drugs to treat erectile dysfunction) or drugs that are not first-in-class [as in the case of Posicor (mibefradil), whose withdrawal was no doubt facilitated by its being one of many calcium channel blockers on the market].

The experimental studies described in the consensus papers and in this chapter provide tools for predicting the potential for inhibitory drug interactions.
Needless to say, a well-designed in vitro study can be a powerful predictor of clinical outcome. Unfortunately, it is all too easy to design an in vitro experiment that is analytically sound (it may even conform to the Bioanalytical Method Validation guidance document), but it is so seriously flawed that it provides meaningless data. For example, if coumarin (a high-turnover marker substrate for CYP2A6) is incubated under the same conditions that are sometimes used for S-mephenytoin (a low turnover marker substrate for CYP2C19), then 100% of the coumarin is converted to 7-hydroxycoumarin. Under these conditions, a drug candidate that partially inhibits CYP2A6 may go undetected because only marked inhibition of CYP2A6 will prevent complete metabolism of coumarin and decrease the amount of 7-hydroxycoumarin formed. This section will highlight the recommendations that pertain to selecting appropriate experimental conditions to assess the perpetrator potential of drug candidates on the basis of their ability to function as direct-acting and metabolism-dependent inhibitors of CYP enzymes.

1. Regulatory Perspective

The regulatory perspective will be covered in greater detail in chapter 16. This section will highlight the FDA’s latest recommendations regarding in vitro CYP inhibition studies (1–3). It is expected that the final version of the guidance document entitled Drug Interaction Studies—Study Design, Data Analysis, and Implications for Dosing and Labeling may incorporate these recommendations as well as comments from industry and other refinements. This guidance document includes the FDA “preferred” or “acceptable” in vitro CYP substrates and inhibitors (also listed in Table 2). The FDA notes that the list is not exhaustive and that the choice of probe substrates for CYP enzymes should be based on selectivity (i.e., it is predominantly metabolized by a single enzyme in “pooled human liver microsomes or recombinant P450s”) and those that have a simple metabolic scheme (i.e., no sequential metabolism). Practical considerations may guide the choice of substrate, such as the commercial availability of substrate and metabolite standards, and adequate turnover of the substrate to allow reasonable incubation times (1,2). The FDA defines preferred substrates as those meeting most of these criteria, with acceptable substrates meeting some and being judged acceptable by the scientific community. With regard to the in vitro examination of a drug candidate’s ability to inhibit CYP3A4, the FDA recommends the “use of two structurally unrelated CYP3A4/5 substrates for evaluation of in vitro CYP3A inhibition. If the drug inhibits at least one CYP3A substrate in vitro, then in vivo evaluation is warranted” (1,2).

The additional recommendations contained in the draft guidance and on the FDA’s website as they relate specifically to the design of in vitro CYP inhibition studies can be summarized as follows:

1. There is an increasing concern with inhibition of CYP2B6, and inhibition of this enzyme should be considered when warranted in addition to CYP1A2, CYP2C8, CYP2C9, CYP2C19, CYP2D6, and CYP3A4.
2. The FDA notes that CYP enzymes such as CYP2A6 and CYP2E1 are not as likely to be implicated in clinically relevant drug-drug interactions, but acknowledges that they should be examined when “appropriate.”

3. Time-dependent inhibition should be examined. A 30-minute preincubation (i.e., with nicotinamide adenine dinucleotide phosphate (NADPH) enzyme, and drug candidate prior to addition of the probe substrate) is recommended.

4. The concentration of substrate and inhibitor should cover a range that brackets the $K_m$ and $K_i$, respectively.

5. Microsomal protein concentrations should be <1 mg/mL.

6. Standardized assay conditions across all CYP enzymes are recommended because buffer strength, composition, and pH can affect enzyme kinetics.

7. Substrate or inhibitor depletion should be not more than 10–30%. The FDA acknowledges that this is difficult for low-$K_m$ substrates.

8. For the chosen incubation conditions, metabolite formation should be linear with respect to incubation time and enzyme concentration.

9. Solvents should be kept to $/C_20 ≤ 1%$ (v/v) and preferably $< 0.1%$ (v/v) because some solvents inhibit one or more CYP enzymes. The experiment may include a no-solvent control as well as a solvent control to determine the effects of the solvent.

10. The use of positive controls is optional, but the FDA has nevertheless developed a list of preferred and acceptable inhibitors for use in reaction phenotyping studies that can be applied to CYP inhibition studies.

2. PhRMA Perspective

The guidance documents issued by the FDA in 1997, 1999, and 2006 do not provide extensive specific details of study design for in vitro or in vivo drug-drug interaction studies. As mentioned above, meetings were held in 1997, 1999, and 2000 in an attempt to address this need. The first consensus paper made the first published attempt to define study designs (4). A 2001 roundtable meeting between the Pharmaceutical Research and Manufacturers of America (PhRMA), Drug Metabolism/Clinical Pharmacology Technical Working Groups, and the FDA’s CDER took place to further discuss these issues. During this meeting PhRMA was invited by the FDA to write a white paper detailing the industry perspective. In 2003, representatives of PhRMA published an industry perspective detailing the basic best practices for in vitro and in vivo pharmacokinetic-related drug-drug interaction studies to be conducted during drug development (as opposed to the earlier phase of drug discovery) and to define the data that are expected to be submitted to regulatory agencies (5,6). The PhRMA representatives did not want to limit innovation, however, in defining standards. The previous consensus paper formed the basis of the PhRMA perspective (4), so it will not be covered separately. This section will highlight key recommendations of the PhRMA
perspective as they relate to the design of in vitro CYP inhibition studies and point out differences from recommendations published by the FDA to date.

Several minor differences in the list of preferred and acceptable in vitro substrates and inhibitors are apparent between the PhRMA perspective and the tables on the FDA’s website. Most of these differences occur with the inclusion of a substrate or inhibitor on the preferred versus acceptable list. The substrates included on either of the FDA’s lists but not the PhRMA lists include tacrine for CYP1A2, nicotine for CYP2A6, efavirenz and propofol for CYP2B6, amodiaquine and rosiglitazone for CYP2C8, flurbiprofen and phenytoin for CYP2C9, fluoxetine for CYP2C19, aniline for CYP2E1, and triazolam and dextromethorphan for CYP3A4/5. The PhRMA lists do not include the following inhibitors listed on the FDA’s website: tranylcypromine, pilocarpine, and tryptamine for CYP2A6; 3-isopropenyl-3-methyl diamantane, 2-isopropenyl-2-methyl adamantane, thiotepa, phencyclidine, ticlopidine, and clopidogrel for CYP2B6; montelukast, trimethoprim, quercetin, and gemfibrozil\(^1\) for CYP2C8; diethyldithiocarbamate and diallyldisulfide for CYP2E1; and itraconazole, azamulin, and verapamil for CYP3A4/5.

Recommendations contained in the PhRMA paper (which differ from the FDA documents), as they relate specifically to the design of in vitro CYP inhibition studies, can be summarized as follows:

1. Fluorogenic probes for in vitro studies are not recommended for regulatory submission.
2. Strict good laboratory practices (GLP) compliance was not recommended, but standard operating procedures (SOPs) and other GLP-like practices were recommended.
3. Bioanalytical method validation criteria should be applied to analytical methods whenever possible. It was also decided that long-term storage stability was not necessary, although short-term stability should be demonstrated.
4. Authentic metabolite standards should be used for calibration curves.
5. Human liver microsomes and recombinant human CYP enzymes are the preferred test systems because kinetic measurements are not confounded by cellular uptake and other metabolic processes present in hepatocytes and liver slices.
6. Protein concentrations of \(<0.5\) mg/mL were recommended.
7. The rank order of the in vitro inhibition of various CYP enzymes can be assessed by either the determination of IC\(_{50}\) or \(K_i\) values.
8. The CYP marker substrate concentration should be equal to or less than the \(K_m\) for the reaction.

\(^1\)It should be noted that gemfibrozil is a more potent direct-acting inhibitor of CYP2C9 than of CYP2C8 in vitro, whereas gemfibrozil glucuronide is a potent mechanism-based inhibitor of CYP2C8 (11).
9. The system chosen to conduct CYP inhibition studies should be well characterized. This procedure requires initial time-course experiments and determination of linearity of metabolite formation with the chosen incubation time and enzyme concentration. After these experiments, the kinetic parameters (i.e., \(K_m\) and \(V_{max}\)) for each substrate used with six or more concentrations spanning from 1/3 to 3\(K_m\) and inhibition potencies (i.e., \(IC_{50}\) or \(K_i\)) of typical inhibitors should be determined. This characterization does not need to be repeated for each batch or lot of test system.

10. For substrates exhibiting non-Michaelis-Menten kinetics (e.g., several CYP3A4 substrates), a wider range of substrate concentrations may be required to accurately determine reaction kinetics. CYP3A4 should be measured with at least two substrates, one exhibiting positive cooperativity (e.g., testosterone) and one exhibiting autoinhibition (e.g., midazolam).

11. No more than 20% of the CYP marker substrate should be consumed under the incubation conditions to be routinely employed.

12. The final concentration of organic solvents should be kept to <0.5% (v/v).

13. The concentration of the drug candidate will depend on solubility but should at least include the anticipated plasma concentration.

14. Control rates of reaction in each experiment should be compared with historical data.

15. Preliminary \(IC_{50}\) determinations may guide the design of \(K_i\) determinations and the inhibitor concentration should bracket the \(IC_{50}\) value.

16. Nonlinear regression should be used for curve-fitting. For \(K_i\) experiments, the inhibition equation that best fits the data determined by statistical criteria reflects the type of inhibition and \(K_i\) value.

17. It is recommended that time-dependent inhibition be examined when “deemed appropriate.” Time-dependent inhibition should be examined with and without NADPH over an inhibitor concentration range of 1- to 10-fold the clinically relevant plasma concentrations. Various preincubation time points, such as 0, 15, 30, 45, and 60 minutes, should be utilized along with at least a 10-fold dilution step prior to the substrate incubation.

3. Additional Industry Perspectives on the Conduct of In Vitro CYP Inhibition Studies

In the last few years, several publications have described the use of automated and/or validated assays for CYP inhibition studies (20,22–26). Of these, the 2004 publication by Walsky and Obach (22) provides a comprehensive description of validated methods for assessing direct inhibition of CYP enzymes that meet or exceed the guidelines in the previous consensus papers. Walsky and Obach describe detailed methods for 12 assays for the 10 CYP enzymes most commonly involved in drug-drug interactions. The use of High performance liquid chromatography/tandem mass spectrometry (HPLC/MS/MS) methods (validated according
to the FDA’s 2001 Bioanalytical Method Validation criteria) were employed, which provide low limits of quantification (LOQ). The methods are sufficiently sensitive to permit the use of very low microsomal protein concentrations (i.e., 0.01–0.2 mg/mL) to minimize nonspecific binding, which is a frequent cause of erroneously high estimates of IC$_{50}$ and $K_i$ values and a major source of disagreement among values reported in the literature (22). Because Walsky and Obach used very low microsomal protein concentrations, their substrate incubation times were, in some cases, as long as 40 minutes. An additional advantage of HPLC/MS/MS is that deuterated metabolites can be used as internal standards, which virtually eliminates the possibility of analytical interference by the drug candidate under investigation. On the question of performing CYP inhibition assays in accordance with GLP regulations, the authors note that “although useful, good quality information can still be gathered in the absence of adherence to GLP, application of such practices can provide the highest possible assurance of the integrity of the data and a readily verifiable data audit trail,” echoing the perspective provided by Bajpai and Esmay (20,22). The authors applied GLP-type criteria to experimental procedures and analytical methods. These criteria included: (1) determining initial rate conditions (i.e., <15% substrate metabolism); (2) determining enzyme kinetic constants ($K_m$ and $V_{max}$) with $\geq 6$ substrate concentrations spanning the $K_m$ value by $\geq 3$-fold; (3) processing data and performing nonlinear regression with validated computer software programs and using the Aikaike Information Criterion to assign the appropriate nonlinear model; (4) establishing control activities and interday variability with at least five initial assays; and (5) preparing SOPs once assays are validated.

As mentioned above, the Walsky and Obach paper strongly recommends the use of very low microsomal protein concentrations for CYP inhibition studies (e.g., as low as 0.01 mg/mL). The authors state that such low concentrations should “obviate the need to measure free fraction of inhibitor,” which is in contrast to the recommendations of the Tucker consensus paper (4,22). However, the Tucker paper deemed protein concentrations up to 0.5 mg/mL to be acceptable, and at this concentration it can be important to determine the free drug fraction for basic lipophilic drugs. Nonspecific binding to microsomal protein and lipids is clearly a source of interlaboratory variation in IC$_{50}$ or $K_i$ values, as illustrated by the example of the highly lipophilic drug, montelukast. In the first published report of CYP inhibition by montelukast, a microsomal protein concentration of 1.0 mg/mL was utilized, providing $K_i$ values for the inhibition of CYP2C9 and CYP3A4 of 15 and 200 $\mu$M, respectively, and >500 $\mu$M for CYP1A2, CYP2A6, CYP2C19, and CYP2D6 (CYP2C8 was not examined) (27). In contrast, Walsky et al. determined low IC$_{50}$ values of 1.2 $\mu$M for both CYP2C9 and CYP3A4, a low value of 0.002 $\mu$M for CYP2C8, a high value of 180 $\mu$M for CYP2E1, and values from 7.9 to 32 $\mu$M for the other enzymes when examining montelukast as an inhibitor with very low microsomal protein concentrations (28). The $K_i$ value for inhibition of recombinant CYP2C8 by montelukast was 0.0092 $\mu$M. Walsky et al. demonstrated that the IC$_{50}$ value for inhibition of CYP2C8 increased linearly with
In microsomal protein by 100-fold (i.e., 0.02–2.0 μM) as the protein concentration increased 80-fold from 0.025 to 2.0 mg/mL (28). As shown in Figure 3, we have confirmed that the IC50 value for CYP2C8 inhibition by montelukast (CYP2C8 inhibitor) on the conversion of paclitaxel to 6α-hydroxy-paclitaxel declined almost 20-fold when the microsomal protein concentration increased 20-fold due to nonspecific protein binding.

Figure 3  Effect of protein concentration on the inhibition of CYP2C8 (paclitaxel 6α-hydroxylation) by montelukast in human liver microsomes. The inhibitory effect of montelukast (CYP2C8 inhibitor) on the conversion of paclitaxel to 6α-hydroxy-paclitaxel declined almost 20-fold when the microsomal protein concentration increased 20-fold due to nonspecific protein binding.
in vitro CYP inhibition studies as long as the protein concentration used is low (≤0.1 mg/mL). Nonspecific binding of candidate drugs to microsomal protein and lipids can also be predicted reasonably well on the basis of the compound’s log $P$ or log $D_{7.4}$ value, according to the following equation (31):

$$f_{u,\text{inc}} = \frac{1}{1 + C \cdot 10^{0.072 \cdot \log P/D + 0.067 \cdot \log P/D - 1.126}}$$  \hspace{1cm} (2)

where $C$ is the microsomal protein concentration in mg/mL, log $P/D$ is the log $P$ of the molecule if it is a base (basic pKa > 7.4), and log $D_{7.4}$ of the molecule if it is neutral or an acid (acidic pKa < 7.4).

B. Theoretical Concepts

Two major types of CYP inhibition are possible: direct inhibition and time-dependent inhibition. Direct inhibition occurs when a drug inhibits a CYP enzyme without significant delay (i.e., as soon as it binds to the CYP enzyme, which usually occurs in a matter of seconds) and without requiring biotransformation. Examples of direct inhibition include inhibition of CYP2D6 and CYP3A4 by quinidine and ketoconazole, respectively. Direct inhibition can occur with normal, Michaelis-Menten, or atypical kinetics, including partial inhibition and two-site binding with heterotrophic cooperation. Time-dependent inhibition occurs when the inhibitory potency of the drug candidate increases with incubation time, which may reflect a slow on-rate or more commonly the need for biotransformation. Time-dependent inhibition includes the quasi-irreversible and irreversible metabolism-dependent inhibition caused by drugs such as troleandomycin, mibebradil, diltiazem, tienilic acid, halothane, and furafylline.

1. Direct Inhibition

Direct inhibition can be subdivided into two types. The first involves competition between two drugs that are metabolized by the same CYP enzyme. For example, omeprazole and diazepam are both metabolized by CYP2C19. When the two drugs are administered simultaneously, omeprazole decreases the plasma clearance of diazepam and prolongs its plasma half-life. The inhibition of diazepam metabolism by omeprazole involves competition for metabolism by CYP2C19 and no such inhibition occurs in CYP2C19 PMs (individuals who lack CYP2C19) (32,33). The second type of direct inhibition is when the inhibitor is not a substrate for the affected CYP enzyme. The inhibition of dextromethorphan biotransformation by quinidine is a good example of this type of drug interaction. Dextromethorphan is O-demethylated by CYP2D6, and the clearance of dextromethorphan is impaired in individuals lacking this polymorphically expressed enzyme. The clearance of dextromethorphan in EMs is similarly impaired when this antitussive agent is taken with quinidine, a potent inhibitor of CYP2D6; quinidine causes up to a 48-fold increase in the AUC of dextromethorphan (16).
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However, quinidine is not biotransformed by CYP2D6, even though it binds to this enzyme with high affinity \([\text{unbound } K_i < 1 \text{ nM} (34)]\). Quinidine is actually biotransformed by CYP3A4 (35), and is a competitive inhibitor of this enzyme \([K_i \text{ as low as } 5.4 \mu\text{M} (36)]\), although its effects are highly dependent on the CYP3A4 substrate employed.

Direct inhibition, as defined above, can occur by at least four mechanisms: competitive, noncompetitive, mixed, and uncompetitive. Competitive inhibition occurs when the inhibitor and substrate compete for binding to the active site of the enzyme and is characterized by an increase in \(K_m\) with no change in \(V_{\text{max}}\). Noncompetitive inhibition occurs when the inhibitor binds to a site on the enzyme that is different from the active site to which the substrate binds and is characterized by a decrease in \(V_{\text{max}}\) with no change in \(K_m\). In the case of uncompetitive inhibition, which is rarely observed with CYP enzymes, the inhibitor binds to the enzyme when the substrate is bound to it and stabilizes the enzyme-substrate complex; the inhibitor binding site may be the same as or different from the active site (substrate binding site). Finally, mixed (competitive-noncompetitive) inhibition occurs when the inhibitor binds to the active site as well as to another site on the enzyme, or the inhibitor binds to the active site but does not block the binding of the substrate and is characterized by a decrease in \(V_{\text{max}}\) and an increase in \(K_m\). The kinetics and the affinity with which an inhibitor binds to an enzyme are best described by the dissociation constant for the enzyme-inhibitor complex. This dissociation constant is referred to as the inhibition constant, \(K_i\). In the past, linear transformations of the Michaelis-Menten equation (such as a Dixon plot or Lineweaver-Burk double-reciprocal plot) were used to calculate \(K_i\) values and assess the type of direct enzyme inhibition, but this has been supplanted by computer software that allows the use of nonlinear regression analysis to calculate kinetic constants. However, linear transformations, and in particular the Eadie-Hofstee plot, are still useful for visualizing the mechanism of inhibition (Fig. 4). More complex inhibition kinetics, as are occasionally found with CYP3A4 inhibitors, can be modeled by various multisite variations of the Michaelis-Menten equation. These models are beyond the scope of this chapter and are reviewed in detail by Galetin et al. (36–39).

The affinity with which an inhibitor binds to an enzyme is defined by its \(K_i\) value, whereas the affinity with which the substrate binds is generally defined by its \(K_m\) value. Both definitions are somewhat simplistic as they are based on three assumptions:

1. The dissociation of the enzyme-inhibitor or enzyme-substrate complex (as opposed to complex formation) is the rate-limiting step.
2. The concentration of the enzyme is negligible compared with the concentration of the substrate and inhibitor (so that binding of the substrate or inhibitor to the enzyme has a negligible effect on the free concentration of substrate or inhibitor).
Figure 4  Graphical representation of enzyme inhibition: Eadie-Hofstee plots of theoretical $K_i$ data. Eadie-Hofstee plots are useful in differentiating the various types of direct inhibition.
3. The free (unbound) concentration of the substrate/inhibitor is known or well approximated by the total concentration of substrate/inhibitor.

All three assumptions can be violated in the case of CYP enzymes, depending on the design of the in vitro CYP inhibition study. The first assumption can be potentially violated if the drug being tested is a time-dependent inhibitor (e.g., one with a slow on rate; see below). The potency of some inhibitors (e.g., the CYP3A inhibitors ketoconazole and clotrimazole) is such that the free concentration of the inhibitor tends to approach the concentration of the enzyme (40), a violation of the second assumption. In the case of such tight-binding inhibition, an apparent $K_i$ value ($K_{i,app}$) can be estimated, as follows:

$$\frac{[I]_i}{1 - v_i/v_0} = K_{i,app} \times \frac{v_i}{v_0} + E_t$$

where $[I]_i$ is the total inhibitor concentration, $1 - (v_i/v_0)$ is the fractional inhibition, and $E_t$ is the total enzyme concentration. As noted in section II.A.3, a significant fraction of the substrate/inhibitor may also bind to the lipid membrane and/or protein if low concentrations of microsomal protein are not used, thereby violating assumption 3.

The above discussion puts an emphasis on the $K_i$ value for inhibition rather than the IC$_{50}$ value. The $K_i$ value is an inhibition constant that defines the affinity of the inhibitor for the enzyme, whereas the IC$_{50}$ is the concentration of inhibitor required to cause 50% inhibition under a given set of experimental conditions. Strictly speaking, then, it would be preferable to determine the $K_i$ rather than an IC$_{50}$ value for the following reasons:

1. $K_i$ values are intrinsic constants, whereas IC$_{50}$ values are extrinsic constants. Theoretically, IC$_{50}$ values, in contrast to $K_i$ values, are dependent on the type of substrate, the concentration of substrate, and incubation conditions (protein concentration or incubation times, etc).
2. Because they are intrinsic constants, $K_i$ values can theoretically be reproduced from one laboratory to another.
3. The method of predicting the potential for drug interactions by a drug from $K_i$ values and some measure of the in vivo concentrations of the drug is widely accepted (e.g., $\frac{AUC_i}{AUC_{ui}} = 1 + [I]/K_i$).

Despite the theoretical advantages of $K_i$ determinations over IC$_{50}$ determinations, it is generally more time and cost effective to determine IC$_{50}$ values for the inhibition of several CYP enzymes by a drug candidate under conditions that permit a reasonably reliable estimate of $K_i$ values. Once it is known which CYP enzymes are most potently inhibited, additional experiments can be conducted to determine $K_i$ values for selected enzymes, with the IC$_{50}$ value guiding the selection of drug candidate concentrations. In addition, if IC$_{50}$ experiments are designed appropriately and the substrate concentration is equal to $K_m$ for the
marker reaction, the \(K_i\) value will be equal to one-half the IC\(_{50}\) value, if the inhibition is competitive, and equal to the \(K_i\) value, if inhibition is non-competitive. This simple relationship provides more reason to begin an evaluation of CYP inhibition with IC\(_{50}\) rather than \(K_i\) determinations because a conservative estimate of the \(K_i\) value can be used to estimate the potential clinical significance of such in vitro inhibition.

2. Time-dependent Inhibition

An in vitro examination of time-dependent inhibition of the major drug-metabolizing CYP enzymes should be considered essential for drug candidates. Time-dependent inhibition occurs when the inhibitory potential of a drug candidate increases as the enzyme is exposed to the inhibitor over time. This type of inhibition may occur by several potential mechanisms, including the following:

1. Slow-binding (i.e., slow on rate) inhibition (e.g., inhibition of the steroidogenic enzyme CYP19A1 by 19-azido-androstenedione)
2. Nonenzymatic conversion of the drug candidate to an inhibitory product [e.g., rabeprazole, a sulfoxide that undergoes nonenzymatic reduction to the sulfide, which inhibits CYP2C9, CYP2C19, CYP2D6, and CYP3A4 with greater than 16-fold greater potency than the parent (41)]
3. Metabolism-dependent conversion of the drug candidate to a product that is a more potent direct-acting inhibitor than the parent (e.g., the conversion of fluoxetine to norfluoxetine, see below)
4. Metabolism-dependent conversion of the drug candidate to a metabolite that quasi-irreversibly coordinates with the heme iron (e.g., troleandomycin) or irreversibly (covalently) binds to amino acid residues or the heme moiety of a CYP enzyme in such a way as to completely prevent or significantly diminish catalytic activity (e.g., tienilic acid).

Slow-binding inhibition is a reversible process in which initial inhibition becomes more potent over time without any metabolism. In the case of CYP enzymes, slow-binding inhibition can often be followed spectrophotometrically by monitoring the development of type I, type II, or reverse type I spectra, which reflect substrate-induced changes in the spin state of the heme iron (low spin \(\rightarrow\) high spin gives a type I spectrum, high spin \(\rightarrow\) low spin gives a reverse type I spectrum) or which reflect coordination of the substrate (usually nitrogenous compounds) with the heme iron. This type of inhibition has rarely been reported with CYP enzymes, although 19-thiomethyl- and 19-azido-androstenedione were reported to be potent (i.e., \(K_i\) values \(<5\) nM), slow-binding inhibitors of CYP19A1 (aromatase) for which the maximum spectrally apparent type II complex required up to six minutes to form (42). Nonenzymatic degradation to inhibitory or reactive products can occur with some unstable compounds, such as rabeprazole, or some acyl glucuronides, which can rapidly rearrange to form reactive aldehydes that form Schiff’s bases (covalent
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adducts) with lysine residues on proteins (43). Inhibition that is only time dependent, such as slow-binding inhibition and the nonenzymatic formation of inhibitory products, are encountered less frequently than metabolism-dependent inhibition and will not be covered in detail in this chapter.

Throughout the remainder of this chapter, the phrase “metabolism-dependent inhibition” will be used to denote time-dependent inhibition that also requires one or more metabolic conversions (usually NADPH-dependent). Many researchers use the phrase “mechanism-based inhibition” to refer to any irreversible or quasi-irreversible metabolism-dependent inhibition of CYP enzymes. However, by definition, the phrase “mechanism-based inhibition” excludes the formation of metabolites that are simply more potent direct-acting inhibitors than the parent, whereas the term “metabolism-dependent inhibition” includes this type of time-dependent inhibition. Simply put, mechanism-based inactivators are substrates for a CYP enzyme that, during catalysis by the enzyme, are converted to one or more products, which immediately and irreversibly inactivate the enzyme and do not leave the active site (44). Strictly speaking, irreversible inhibitors that are affinity labeling agents, transition state analogs, and slow, tight-binding inhibitors (discussed above) are not mechanism-based inhibitors because they do not require a metabolic event to exert their effect (44). For a metabolism-dependent inhibitor of a CYP enzyme to be categorized as a mechanism-based inactivator, it must meet certain criteria that can be determined experimentally, according to Silverman (44), and as put in the context of CYP enzymes by a thorough review by Fontana et al. (45):

1. The CYP inhibition must be concentration- NADPH- and time-dependent.
2. Inactivation must occur prior to the release of the inhibitory metabolite. Any metabolite that is released from the active site cannot be the metabolite that inactivates the enzyme. (This criterion distinguishes mechanism-based inactivators from metabolism-dependent inhibitors that generate and release electrophilic metabolites. In such a case, inactivation may occur by binding to a site other than the active site, or by rearrangement of the metabolite prior to its return to the active site.) Furthermore, the addition of glutathione (GSH), radical scavengers, or other exogenous nucleophiles cannot prevent inactivation in the case of true mechanism-based inhibition, but they often abrogate the inhibition observed with other types of metabolism-dependent inhibition. Note that, in general, only a portion of the inactivator is converted to the species that covalently binds to the apoprotein or heme, and the rest is released from the active site. The amount converted to the inactivating species relative to other metabolites is known as the partition ratio and is generally >10 (i.e., one molecule of the inactivating species is produced for every 10 molecules that are metabolized). For instance, mibefradil, the potent inactivator of CYP3A4, has a partition ratio of 1.7, while suprofen, a mechanism-based inhibitor of CYP2C9, has a partition ratio of 101 (45).
3. Mechanism-based inhibition should be irreversible. Dialysis, ultra-
filtration, or “washing” the protein (e.g., by isolating microsomes by
centrifugation and resuspending them in drug-free buffer) will not restore
enzyme activity, and the inhibition is highly resistant to sample dilution.

4. Mechanism-based inhibition should be saturable. The rate of inactivation
is proportional to the concentration of the inactivator until all enzyme
molecules are saturated, in accordance with Michaelis-Menten kinetics.
Additionally, the decrease in enzymatic activity over time should follow
pseudo-first-order kinetics.

5. Substrates should protect against mechanism-based inhibition. The addi-
tion of an alternative substrate or competitive inhibitor with good affinity
for the enzyme will prevent or at least decrease the rate of inactivation.

6. There should be stoichiometric (ideally one-to-one) binding of inactivator
to enzyme.

7. CYP content (as measured spectrophotometrically at 450 nm in the pres-
ence of sodium dithionite and carbon monoxide) is usually reduced.

8. Enzyme inactivation should be preceded by a catalytic event that converts
the mechanism-based inhibitor to the inactivating metabolite.

For most cases encountered in drug development, it is not necessary to
definitively prove all of the above criteria. Ideally, the experimental design of a
definitive in vitro CYP inhibition study should allow the following questions to
be answered in a single initial experiment:

1. Is the drug a direct-acting inhibitor of the CYP enzyme?
2. What is the potency of inhibition (e.g., IC\(_{50}\) or \(K_i\) value)?
3. Is the drug a metabolism-dependent inhibitor?

If necessary, subsequent experiments can then determine irreversibility and
potency (e.g., \(K_i\) and \(k_{\text{inact}}\)) for metabolism-dependent inhibitors, as well as the
potential for covalent binding. This general experimental strategy, including
follow-up experiments, is illustrated in Figure 5. The design of experiments to
determine \(K_i\) and \(k_{\text{inact}}\) will be covered in more detail in section II.C.7.c.

Metabolites formed in the active site of a CYP enzyme can cause irre-
versible or quasi-irreversible inhibition by three main mechanisms:

1. Tight coordination with the ferrous heme iron to form a metabolic-
intermediate (MI) complex.
2. Covalent reaction with the porphyrin ring nitrogen atoms to form heme
adducts.
3. Covalent reaction with nucleophilic amino acid residues in the active site (45).

MI complex formation most commonly occurs with alkylamines, heterocyclic
amines, hydrazines, methylenedioxybenzenes (benzodioxoles), and macrolide
antibiotics, which can be metabolized by CYP enzymes to form stable complexes with the heme iron, thus inactivating the CYP enzyme in a quasi-reversible (noncovalent) manner (Table 3) (45,46). The formation of MI complexes can usually be followed spectrophotometrically as an increase in absorbance maximum around 455 nm because the ferrous-metabolite complex resembles the ferrous-carbon monoxide complex that absorbs maximally around 450 nm. Figure 6 shows the spectrum of the MI complex that forms with CYP3A4 by incubating troleandomycin with NADPH-fortified human liver microsomes. Isolated furans and
methylfurans, as well as terminal alkenes and alkynes (Table 3), which are small enough to directly access the heme of some CYP enzymes, can be oxidized to radical intermediates that alkylate heme, thus inhibiting the enzyme in an irreversible manner (46). Covalent binding to nucleophilic amino acids in the active site of CYP enzymes occurs most frequently with acetylenes, thiophenes, furans,

### Table 3  Structures Associated with Metabolism-Dependent Inhibition of CYP Enzymes

<table>
<thead>
<tr>
<th>Chemical groups (examples)</th>
<th>Structures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terminal (ω) and ω-1 acetylenes (Gestodene)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
<tr>
<td>Furans and thiophenes (Furafylline and tienilic acid)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
<tr>
<td>Epoxides (R-Bergamottin-6′,7′-epoxide)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
<tr>
<td>Dichloro- and trichloroethylenes (1,2-,Dichloroethylene and trichloroethylene)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
<tr>
<td>Secondary amines (Nortriptyline)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
<tr>
<td>Benzodioxoles (Paroxetine)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
<tr>
<td>Isothiocyanates (Phenethyl isothiocyanate)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
<tr>
<td>Thioamides (Methimazole)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
<tr>
<td>Dithiocarbamates (Disulfiram)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
<tr>
<td>Conjugated structures (Rhapontigenin)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
<tr>
<td>Terminal alkenes (Tiamulin)</td>
<td><img src="image.png" alt="Structure" /></td>
</tr>
</tbody>
</table>

**Abbreviation**: CYP, cytochrome P450.

**Source**: Adapted from Ref. 45.
Figure 6 The structure of the potent quasi irreversable CYP3A4 inhibitor troleandomycin (top panel), the metabolic steps required to convert troleandomycin into a nitroso metabolite that coordinates with the ferrous-heme of CYP3A4 (side panel), and the spectral changes associated with MI complex formation (bottom panel). Troleandomycin (50 μM) was incubated at 37°C with a human liver microsomal sample with high CYP3A4/5 activity (1 mg/mL) and NADPH (1 mM) for the times indicated. The reference cuvette contained the same components minus troleandomycin. Scans from 380 to 520 nm were recorded on a Varian Cary 100 BIO UV/Vis dual beam spectrophotometer. Abbreviation: MI, metabolic intermediate.
terminal alkenes, conjugated structures, and dichloro- and trichloroethylenes (Table 3). For example, tienilic acid is converted to a thiophene sulfoxide by CYP2C9, which is an electrophilic reactive intermediate that can covalently bind to a nucleophilic serine residue (Ser 365) in the active site of CYP2C9 (47,48). The mechanism of CYP inactivation caused by compounds containing a thiono moiety, such as methimazole, has not been clearly established, but may include heme or protein alkylation or cross-linking between the modified heme and amino acids in the active site (45).

Drugs such as tienilic acid not only pose a risk of prolonged inhibition of CYP enzymes, but they can also have wider implications. The diuretic tienilic acid (Selacryn\(^\text{\textregistered}\)) was approved by the FDA in May 1979 and voluntarily withdrawn from the U.S. market within a year (January 1980) because of 500 cases of liver toxicity and 25 fatalities (49). This example of drug-induced liver injury (DILI) is caused in part by covalent binding of tienilic acid to CYP2C9, which induces a subsequent autoimmune-response involving formation of type 2 anti-liver kidney microsome (anti-KLM\(_2\)) antibodies in some individuals (an example of idiosyncratic DILI) (49). Idiosyncratic drug reactions (IDRs) are rare adverse events (<0.1%) that do not involve an exaggerated pharmacological response, do not occur in most patients at any dose, and typically do not occur immediately after exposure but do so after weeks or months of repeated administration (50). IDRs are also known as type B reactions, and they can be divided into allergic and nonallergic IDRs. The former tend to develop relatively quickly (in days or weeks) and, after the drug is discontinued, patients respond robustly when rechallenged with the same or a closely related drug, whereas the latter tend to develop relatively slowly (with symptoms sometimes appearing after six months or more of drug treatment) and patients may or may not respond to rechallenge with the drug. Evidence for an immune component to allergic IDRs is often circumstantial or lacking, as is the evidence for the lack of an immune component to nonallergic IDRs. Uetrecht has proposed the general rule that drugs administered at a daily dose of 10 mg or less do not cause idiosyncratic toxicity (51). Hepatotoxicity is a prevalent IDR. Because of its potential to cause immune hepatitis, metabolism-dependent inhibition that involves covalent binding of a drug to a CYP enzyme (i.e., hapten formation) presents a greater obstacle to regulatory approval than metabolism-dependent inhibition that involves MI complex formation (which is noncovalent and quasi-irreversible). Therefore, when metabolism-dependent inhibition is observed, it is prudent to ascertain whether the mechanism involves irreversible inhibition with covalent modification of the CYP enzyme.

Another type of inactivation, namely reversible inactivation, deserves mention because of its unusual nature and its potential to impact the interpretation of mechanism-based inactivation of CYP enzymes. In 1995, alkylbenzene and 1-hexyne were reported to N-alkylate, the heme moiety of chloroperoxidase in a P450-like reaction (52). These compounds inactivated this heme-containing enzyme in a manner that met the criteria for a mechanism-based inhibitor as defined by Silverman (44). However, the inactivated enzyme spontaneously lost
the heme adducts over several hours with a return of enzymatic activity and native heme, thus qualifying as “reversible inactivation.” This is an unusual case of an enzyme being inactivated by covalent modification, but where the covalent modification is reversible. Two similar compounds, tert-butyl acetylene (tert-BA) and tert-butyl-1-methyl-2-propynyl ether were reported to inactivate CYP2E1 and an engineered variant of CYP2E1 (T303A, which lacks the conserved threonine directly over the heme) by covalently alkylating the heme moiety (by a combination of heme alkylation and protein adduction), or, in the case of tert-BA, by inactivating the CYP2E1 variant by reversibly alkylating the heme moiety (53). Furthermore, tert-BA also formed heme adducts with wild-type CYP2B4 that were partially reversible (20–30%) on dialysis. The heme adducts decomposed (became dealkylated) over time except under acidic conditions (53). In the case of the tert-BA-dependent reversible inactivation of the CYP2E1 variant, an absorbance maximum at 483 nm was observed, and this was also the case with 4-methyl-1-pentyne, which acted as a reversible inactivator (53). These examples illustrate how CYP enzymes, like chloroperoxidase, can be inactivated by a process involving reversible covalent modification of the heme moiety.

The formation of MI complexes is also known to be reversible with the addition of strong oxidants such as potassium ferricyanide (which oxidizes the ferrous iron to the ferric state and thereby alters the interaction between iron and the metabolite/ligand). In the case of benzotriazoles, MI complex formation is readily reversed once a source of reducing equivalents (e.g., NADPH) is exhausted. For this reason, CYP inactivation involving MI complex formation is considered quasi-irreversible (54). However, Silverman noted that no period of time is defined for how long an enzyme-inactivator complex must persist for the inactivator to be classified as irreversible (44). Despite being quasi-irreversible (noncovalent), MI complex formation is associated with several cases of prolonged and clinically significant inhibition. For example, the tertiary amine diltiazem increases the AUC of nifedipine threefold (55). The methylenedioxy-containing compound, paroxetine, forms a spectrally apparent MI complex with CYP2D6 (56) and causes an eightfold increase in the AUC of R-metoprolol (57) and a sevenfold increase in atomoxetine AUC (58). In such cases, the interactions can persist for some time after cessation of the perpetrator drug. For instance, it has been reported that CYP2D6 activity takes up to 20 days or more to return to baseline after cessation of paroxetine treatment (59).

The kinetics of metabolism-dependent irreversible or quasi-irreversible inhibition can be complex (46) and are covered in chapter 11 of this book. The kinetics of metabolism-dependent inhibition caused by metabolites that function as direct-acting inhibitors (e.g., norfluoxetine) are dependent on the pharmacokinetic properties and inhibitory potency of the metabolite. Therefore, when further examination of such inhibition is warranted, the inhibitory metabolite itself should be investigated.
C. Optimizing the Design of Automated and Validated In Vitro CYP Inhibition Studies

There are many published descriptions of rapid CYP inhibition studies based on a variety of test systems and methodologies (60–64). All of these designs offer certain advantages, but all have certain drawbacks as well, and most are intended to be used during drug discovery or early drug development. For instance, automated microtiter based assays with fluorogenic probes and recombinant human CYP enzymes offer the advantage of high throughput because of rapid analysis on a plate reader, but fluorescence interference can be problematic and, as mentioned in previous sections, these methods are not recommended for definitive studies. A high-throughput reactive oxygen species-based CYP3A4 assay has also been described (65), as well as CYP inhibition assays based on luminogenic probe substrates. These may offer some advantages over fluorogenic substrates, but they have not been widely utilized (66,67) and appear more suited for screening during early discovery. Although some of the available fluorogenic or luminogenic probe substrates are somewhat selective for certain CYP enzymes, the use of these substrates generally requires the use of recombinant human CYP enzymes to ensure that only a single CYP enzyme is examined.

Given the critical information that definitive CYP inhibition studies can provide when designed properly, and the potential loss of therapeutic benefit and revenue for each additional day a drug spends in development, there is great demand to perform such studies rapidly. For late-stage development compounds, such studies must not only be conducted rapidly, but with sufficient quality and documentation for inclusion in New Drug Application (NDA) submissions. The hallmark of methods that meet or exceed the latest recommendations of the consensus papers is the use of the CYP-selective conventional marker substrates shown in Table 2 (with the notable exception of 7-ethoxyresorufin, which is fluorogenic). Most of these substrates are not amenable to rapid analytical methods that make use of plate readers. Because of this, most definitive CYP inhibition studies must employ some type of separation technique such as HPLC, GC, capillary electrophoresis, etc. These methods can be coupled with flow-through (or occasionally stop-flow) detection such as UV, fluorescence, radiometric, mass spectrometry, etc. With the exception of LC/MS/MS methods, most of these methods require lengthy analytical run times, which limits throughput regardless of any automation applied to the incubation step. Because of this limitation of chromatographic-based separations, several groups have developed radiometric assays based on radiolabeled conventional substrates, often with an extraction step, followed by scintillation counting (26,68–70). Test article interference is seldom a problem with radiometric methods, but their sensitivity varies with the specific activity of the substrate, which may necessitate the use of undesirably high protein concentrations and/or lengthy incubation times. In addition, radiometric methods are undesirable from a waste management perspective.
Given the analytical sensitivity afforded by LC/MS/MS or LC/ESI/TOF-MS, with analytical run times on the order of just a few minutes, many groups have developed “cocktail” or “N-in-one” methods to accelerate the evaluation of CYP inhibition. Two types of cocktail approach are used: one involves preincubation pooling of multiple marker substrates; the other involves postincubation pooling of multiple samples that were incubated with individual marker substrates. In either case, the selectivity of LC/MS/MS permits simultaneous detection of multiple marker metabolites with relatively little chromatographic separation. A disadvantage of the preincubation pooling method (the substrate cocktail method), in which multiple substrates are present simultaneously in the incubation medium, is that certain marker substrates can inhibit each other’s metabolism even though each one is converted to a metabolite by a single CYP enzyme. For instance, nifedipine is a selective substrate for CYP3A4 ($K_m \approx 10 \mu M$) and yet it is a potent inhibitor of CYP1A2 ($K_i = 0.47 \mu M$) (71). Nifedipine would therefore not be a good choice to include in a substrate cocktail with a CYP1A2 substrate. Positive control inhibitors can also have effects on more than one enzyme. For example, the potent CYP2D6 inhibitor quinidine can markedly increase the activity of CYP2C9 and CYP3A4 toward certain substrates (72,73). These problems are solved by incubating the marker substrates individually and pooling the samples after the incubations are terminated. However, a disadvantage of such postincubation pooling is that the samples become significantly diluted depending on the number of samples pooled. Unless more sensitive LC/MS/MS methods are used to compensate, this dilution effect may necessitate forming more metabolite by incubating the marker substrates with undesirably high protein concentrations or lengthy incubation times.

In the absence of analytical equipment that can detect extremely low (subnanomolar) concentrations of all typical CYP marker metabolites (e.g., $\ll 0.5 \text{ ng/mL}$), certain compromises in the design of CYP inhibition studies are required. The optimal design of a definitive CYP inhibition study will therefore be based on a balance of microsomal protein concentrations, incubation times, marker substrates, positive control inhibitors, buffer components, automated liquid-handling systems, and analytical techniques all chosen specifically to minimize the limitations of each component. The following sections outline an optimized approach to a definitive examination of drug candidates and other test articles as direct and time-dependent inhibitors of the major drug-metabolizing CYP enzymes in human liver microsomes. The starting point for these studies is a single experiment to determine two IC$_{50}$ values from the same seven concentrations of drug candidate: one for direct inhibition (zero-minute preincubation with NADPH) and one for time-dependent inhibition (30-minute preincubation with NADPH). Figure 7 shows the results from this type of experiment with the CYP3A4 metabolism-dependent inhibitor, mibefradil, for which there is an 87-fold shift in IC$_{50}$ value following a 30-minute preincubation with NADPH. Later sections will describe the design of follow-up studies, but most of the basic principles outlined below for the IC$_{50}$ experiment will apply to those studies as well.
1. Choice of Test System

The systems that have been used for CYP inhibition studies include purified-reconstituted CYP enzymes, microsomes from cell lines transfected with the cDNA encoding a single human CYP enzyme (recombinant human CYP enzymes), human liver microsomes, isolated/cultured hepatocytes, and human liver slices. The two systems that are used most often are human liver microsomes and recombinant human CYP enzymes. The choice of the in vitro system used for the evaluation of drugs as inhibitors of CYP enzymes can be a controversial subject. This controversy is partly because the principles of Michaelis-Menten enzyme kinetics (pure thoughts) are often applied to these (impure) systems. Systematic comparisons of all of the available systems have not been published for CYP inhibition studies. The advantages and disadvantages of each system are highlighted in the following sections.

a. Pooled human liver microsomes. The use of pooled human liver microsomes for CYP inhibition studies is well documented (2,22,23). Human liver microsomes contain all of the drug-metabolizing CYP enzymes expressed in human liver, although their levels can vary from one sample to the next. To circumvent the problem of variability, several individual samples of human liver microsomes are pooled, and this pool serves as the in vitro test system for evaluating drugs as inhibitors of human CYP enzymes. Because human liver microsomes are pooled from several individuals, they are more likely to contain the “average” levels of all CYP enzymes expressed in human livers. (Such pooled
human liver microsomes are commercially available from several sources.) In addition, the ratio of NADPH-CYP reductase to CYP in human liver microsomes and the amount of cytochrome b5 and type of lipids are the same as those in the intact liver. Another advantage is that the same sample of pooled human liver microsomes (and often the same experimental conditions, i.e., protein concentration and incubation time) can be used to study all CYP enzymes of interest. Pooled human liver microsomes are also the system of choice for evaluating drugs as metabolism-dependent inhibitors of CYP enzymes, as they contain the complete enzymatic machinery to metabolize drugs that can inhibit CYP enzymes. This is an important consideration because the enzyme that converts a drug to an inhibitory metabolite may not be the one that is inhibited (covered in detail below).

A potential disadvantage of using pooled human liver microsomes is that these microsomes contain a large amount of lipid and protein that can decrease the free concentration of drug in the medium. However, to various degrees, this is a disadvantage of all available in vitro systems. This disadvantage can be largely overcome by using highly sensitive analytical methods (e.g., HPLC/MS/MS) to determine the amount of marker metabolite produced, so that low protein concentrations can be used (i.e., ≤0.1 mg/mL), as detailed in section II.A.3. Another potential disadvantage is that human liver microsomes are an exhaustible resource; therefore, each batch of microsomes is slightly different, although the variability can be minimized by pooling samples from a large number of individuals and by preparing large batches with careful selection of individual samples. Indeed, when these measures are taken, pooled human liver microsomes may be one of the most consistent in vitro systems, with a well-designed pool lasting for four years or more (sufficient for 200 definitive studies, one per week or more). Finally, with human liver microsomes, enzyme-selective substrates must be used. This is not a problem today because enzyme-selective substrates, metabolites, and their deuterated analogs (internal standards) are commercially available for all major CYP enzymes (2,3,11,22), but it is an issue with other enzyme systems such as UDP-glucuronosyltransferase enzymes (UGT enzymes). The use of conventional probe substrates with validated analytical methods is the expected choice for definitive CYP inhibition studies, so pooled human liver microsomes, conventional probe substrates, and validated LC/MS/MS methods represent the preferred test system for these studies.

b. Recombinant and purified human CYP enzymes. Membranes containing recombinant human CYP enzymes are commercially available from several sources. The major advantage of this system is its simplicity because such membranes contain only one human CYP enzyme. The same is true of purified human CYP enzymes (which must be reconstituted with NADPH-CYP reductase and lipid to be catalytically active). CYP enzymes that are expressed in extrahepatic tissues (e.g., CYP1A1 and CYP1B1) and allelic variants of polymorphically expressed enzymes, such as CYP2C9 and CYP2D6, are commercially available as recombinant CYP enzymes, as are drug-metabolizing CYP enzymes that are expressed in human liver but for which CYP-selective substrates have not been identified or well characterized.
(e.g., CYP2C18, CYP2J2, CYP4F2, and CYP4F3b). Another advantage of recombinant and purified CYP enzymes is that the selection of the substrate need not be limited to enzyme-specific substrates, as in the case of human liver microsomes (26,74,75). In fact, a substrate that is metabolized by all CYP enzymes would be particularly valuable for use with recombinant or purified enzymes.

One of the problems with recombinant and purified, reconstituted CYP enzymes is the variable levels of cytochrome \( b_5 \) and/or NADPH-CYP reductase, which can greatly affect turnover number (\( V_{\text{max}} \)) and, in some cases, \( K_m \) (76,77). Differences in kinetic constants have been observed between human liver microsomes and recombinant human CYP enzymes, and even between different expression systems for recombinant human CYP enzymes and purified enzymes. While the differences are sometimes artifacts of incubation conditions (especially those that are likely to violate the assumptions of the Michaelis-Menten equation), some differences appear to reflect genuine differences in the kinetics of reactions catalyzed by recombinant enzymes, purified enzymes, and human liver microsomes (Table 4). Kumar et al. compared the kinetics of the metabolism of four CYP2C9 substrates (diclofenac, \( S \)-warfarin, tolbutamide, and \( S \)-flurbiprofen) by various preparations of CYP2C9, namely human liver microsomes, recombinant CYP2C9 expressed in insect cells (Supersomes\textsuperscript{TM}), recombinant CYP2C9 expressed in \textit{Escherichia coli} (Baculosomes\textsuperscript{x}), and purified, reconstituted CYP2C9 (RECO\textsuperscript{TM}) (78). The authors found that the purified, reconstituted enzyme metabolized the substrates with \( K_m \) values that were 2- to 20-times higher than those obtained with human liver microsomes, whereas the two recombinant CYP2C9 preparations had \( K_m \) values that were within two- to threefold of the values obtained with human liver microsomes.

**Table 4** Comparison of the Apparent Affinity (\( K_m \)) with Which HLM and Recombinant CYP Enzymes (Bactosomes) Catalyze CYP-Selective Reactions

<table>
<thead>
<tr>
<th>Enzyme</th>
<th>Marker reaction</th>
<th>HLM</th>
<th>Bactosomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CYP1A2</td>
<td>7-ethoxyresorufin ( O )-dealkylation</td>
<td>0.347 ± 0.019</td>
<td>0.216 ± 0.013</td>
</tr>
<tr>
<td>CYP2A6</td>
<td>Coumarin 7-hydroxylation</td>
<td>0.879 ± 0.046</td>
<td>0.810 ± 0.071</td>
</tr>
<tr>
<td>CYP2B6</td>
<td>Bupropion hydroxylation</td>
<td>1290 ± 170</td>
<td>1570 ± 190</td>
</tr>
<tr>
<td>CYP2C8</td>
<td>Paclitaxel 6(\alpha)-hydroxylation</td>
<td>9.71 ± 2.04</td>
<td>4.70 ± 1.61</td>
</tr>
<tr>
<td>CYP2C9</td>
<td>Diclofenac 4(\alpha)‘-hydroxylation</td>
<td>4.97 ± 0.36</td>
<td>0.872 ± 0.040</td>
</tr>
<tr>
<td>CYP2C19</td>
<td>(S)-Mephenytoin 4(\beta)‘-hydroxylation</td>
<td>36.5 ± 1.6</td>
<td>13.0 ± 1.0</td>
</tr>
<tr>
<td>CYP2D6</td>
<td>Dextromethorphan ( O )-demethylation</td>
<td>6.15 ± 0.62</td>
<td>1.04 ± 0.05</td>
</tr>
<tr>
<td>CYP2E1</td>
<td>Chloroxazone 6-hydroxylation</td>
<td>63.0 ± 1.9</td>
<td>409 ± 30</td>
</tr>
<tr>
<td>CYP3A4</td>
<td>Testosterone 6(\beta)-hydroxylation</td>
<td>105 ± 6</td>
<td>69.3 ± 8.1</td>
</tr>
</tbody>
</table>

*The \( K_m \) values were determined at XENOTECH (unpublished data). Constants are shown ± standard error (rounded to 2 significant figures, with standard error values rounded to the same degree of accuracy as the constant), and were calculated using GraFit software, which utilized rates of product formation (triplicate data) at 13 substrate concentrations.*

*Abbreviation:* HLM, human liver microsomes.
microsomes. In the case of diclofenac, the substrate inhibition characteristic of the reaction catalyzed by human liver microsomes was evident with RECO and Baculosomes, but not with Supersomes. The cause of this difference remains unclear, but it was postulated that it reflects differences in the access of diclofenac to an effector-binding site or differences in active site conformation. Baculosomes were found to have consistently higher $V_{\text{max}}$ values across substrates, probably because they contained three times more NADPH-CYP reductase than did Supersomes. McGinnity et al. also reported differences in $K_m$ values between human liver microsomes and recombinant CYP2C9 expressed in *E. coli*, as well as for CYP2D6 and CYP2E1 (78,79), but otherwise the $K_m$ values were comparable between the two systems. Caution must be exercised when comparing the kinetics of a reaction catalyzed by a recombinant CYP enzyme and human liver microsomes when the latter reaction is catalyzed by two or more enzymes. For example, testosterone 6β-hydroxylation is catalyzed by both CYP3A4 and CYP3A5 in human liver microsomes, and recombinant CYP3A5 has nearly a 10-fold higher $K_m$ than does CYP3A4 (80). For this reason, recombinant enzymes are more appropriate than human liver microsomes when it is necessary to differentiate the inhibitory potency of a drug toward two functionally similar enzymes, such as CYP3A4 and CYP3A5, and a substrate such as testosterone is used, which is not selective for either enzyme.

Differences in inhibitory potency were also found between in vitro systems, with human liver microsomes generally providing lower IC$_{50}$ values across all enzymes (Table 5). Kumar et al. also determined the $K_i$ values for inhibition of CYP2C9 by 12 competitive inhibitors in Supersomes, RECO CYP2C9, and human liver microsomes (78). $K_i$ values in RECO CYP2C9 were approximately 3- to 14-fold higher than those determined with human liver microsomes, with the exception of fluvoxamine, ketoconazole, phenytoin, piroxicam, and tolbutamide (the latter two were 30–40% lower) (78). The $K_i$ values in Supersomes were found to be within a factor of 3 of the values for human liver microsomes with the exception of fluvoxamine, ketoconazole, and piroxicam (in which case the $K_i$ values were 9-, 5.5-, and 21-fold higher with human liver microsomes) and gemfibrozil and indomethacin (in which case the $K_i$ values were 12.7- and 4.2-fold higher with recombinant CYP2C9) (78).

An important limitation of recombinant human CYP enzymes for CYP inhibition studies is that this test system fails to detect cases in which metabolites generated by one CYP enzyme inhibit another CYP enzyme (unless the two appropriate recombinant CYP enzymes are coincubated). CYP enzymes do in fact form metabolites that inhibit other CYP enzymes, and in some cases this occurs to a clinically significant extent. For example, fluoxetine is converted to norfluoxetine by CYP2C9, CYP2C19, and CYP2D6, the latter of which reaches plasma concentrations of ~1.6 μM with a half-life of ~6 days, whereas fluoxetine reaches plasma concentrations of ~1.7 μM with a half-life of ~53 hours (81). Although fluoxetine and norfluoxetine both cause clinically significant inhibition of CYP2D6, norfluoxetine also causes clinically significant inhibition of CYP3A4 and CYP2C19 (82–85).
**Table 5** Direct Inhibition of CYP Enzymes in Human Liver Microsomes and Two Different Preparations of Recombinant Human CYP Enzymes

<table>
<thead>
<tr>
<th>CYP enzyme</th>
<th>Marker reaction</th>
<th>Inhibitor</th>
<th>IC₅₀ (µM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>HLM&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>CYP1A2</td>
<td>7-Ethoxyresorufin O-dealkylation</td>
<td>α-Naphthoflavone</td>
<td>0.0149 ± 0.0006</td>
</tr>
<tr>
<td>CYP2A6</td>
<td>Coumarin 7-hydroxylation</td>
<td>Nicotine</td>
<td>44.2 ± 6.3</td>
</tr>
<tr>
<td>CYP2B6</td>
<td>Bupropion hydroxylation</td>
<td>Orphenadrine</td>
<td>165 ± 7</td>
</tr>
<tr>
<td>CYP2C8</td>
<td>CFD&lt;sup&gt;d&lt;/sup&gt; O-dealkylation</td>
<td>Quercetin</td>
<td>2.69 ± 0.38</td>
</tr>
<tr>
<td>CYP2C9</td>
<td>Diclofenac 4'-hydroxylation</td>
<td>Sulfaphenazole</td>
<td>0.194 ± 0.014</td>
</tr>
<tr>
<td>CYP2C19</td>
<td>S-Mephenytoin 4'-hydroxylation</td>
<td>Modafinil</td>
<td>66.7 ± 6.6</td>
</tr>
<tr>
<td>CYP2D6</td>
<td>Dextromethorphan O-demethylation</td>
<td>Quinidine</td>
<td>0.071 ± 0.797</td>
</tr>
<tr>
<td>CYP2E1</td>
<td>Chlorozoxaone 6-hydroxylation</td>
<td>4-Methylpyrazole</td>
<td>0.549 ± 0.229</td>
</tr>
<tr>
<td>CYP3A4/5</td>
<td>Testosterone 6β-hydroxylation</td>
<td>Ketoconazole</td>
<td>0.041 ± 0.004</td>
</tr>
</tbody>
</table>

<sup>a</sup>Pooled human liver microsomes

<sup>b</sup>Recombinant human CYP enzymes expressed in bacteria (Bactosomes from Cypex)

<sup>c</sup>Recombinant human CYP enzymes expressed in insect cells (Supersomes™ from BD-Gentest)

<sup>d</sup>Chloromethyl fluorescein diethylether (216).
Amiodarone is another drug that is converted to metabolites that inhibit CYP enzymes other than those that form the inhibitory metabolites. Amiodarone is metabolized by CYP3A4 and CYP2C8 to desethylamiodarone (86). In recombinant human CYP enzymes, amiodarone inhibits CYP2D6 ($K_i = 45 \mu M$) followed by CYP2C9 ($K_i = 95 \mu M$) and CYP3A4 ($K_i = 272 \mu M$) (87). In human liver microsomes, however, amiodarone most potently inhibits CYP3A4 (IC$_{50}$ = 15 $\mu M$) followed by CYP2C9 (IC$_{50}$ = 25 $\mu M$) and CYP1A2 (IC$_{50}$ = 86 $\mu M$) (88–90). Amiodarone is an irreversible metabolism-dependent inhibitor of recombinant human CYP2C8 ($K_I = 1.5 \mu M$, $k_{inact} = 0.079 \text{ min}^{-1}$) and recombinant human CYP3A4 ($K_I = 13.4 \mu M$, $k_{inact} = 0.06 \text{ min}^{-1}$) (87,91). Amiodarone also inactivates CYP2C8 ($K_I = 51.2 \mu M$, $k_{inact} = 0.029 \text{ min}^{-1}$) and CYP3A4 ($K_I = 10.2 \mu M$, $k_{inact} = 0.032 \text{ min}^{-1}$) in pooled human liver microsomes (91). Ohyama et al. reported that, compared with amiodarone, desethylamiodarone is a more potent direct-acting inhibitor of recombinant CYP1A2, CYP2A6, CYP2B6, CYP2C9, CYP2C19, CYP2D6, and CYP3A4, with $K_I$ values ranging from 2.3 $\mu M$ for CYP2C9 to 18.8 $\mu M$ for CYP1A2 (87). Moreover, whereas amiodarone inactivates only recombinant human CYP3A4, desethylamiodarone also inactivates recombinant CYP1A2, CYP2B6, and CYP2D6 (87). Thus, desethylamiodarone is not only a more potent direct-acting inhibitor of more CYP enzymes than the parent drug, but it is also a metabolism-dependent inhibitor of more CYP enzymes than the parent drug. These effects were observed in human liver microsomes with the parent drug, but they were not observed in recombinant human CYP enzymes without directly examining the inhibitory effects of the metabolite. The lower IC$_{50}$ or $K_I$ values observed in human liver microsomes as compared with recombinant CYP enzymes for CYP1A2, CYP2C9, and CYP3A4 reflects the conversion of amiodarone to desethylamiodarone by CYP2C8 and CYP3A4 in human liver microsomes.

c. Hepatocytes. Cultured or suspended (fresh or cryopreserved) human hepatocytes contain a more complete and intact hepatic drug-metabolizing system than do human liver microsomes or recombinant human CYP enzymes, for which reason it is sometimes argued that hepatocytes are superior to pooled human liver microsomes or recombinant human CYP enzymes for the conduct of in vitro CYP inhibition studies, and therefore provide better predictive value than do the other test systems. Intuitively, it would appear that hepatocytes would yield superior data (i.e., better IC$_{50}$ and $K_I$ values) with which to make in vivo predictions, but surprisingly there is no compelling experimental evidence to support this viewpoint. Whereas hepatocytes have been shown on occasions to provide better predictions of clearance than human liver microsomes (92), this has not yet been convincingly demonstrated for CYP inhibition. In the clinical situation, the degree of CYP inhibition is typically determined by measuring the plasma AUC of a victim drug (usually administered orally) in the presence and absence of the inhibitor (also administered orally in most cases), which can be compared with predictions based on in vitro $K_I$ values. $K_I$ values can also be estimated in vivo, but the study design is more involved than that typically used to evaluate the inhibitory
potential of a drug (93,94). In vivo $K_i$ values can be determined in animals because it is possible to infuse a victim drug directly into the hepatic portal vein to accurately determine clearance, and subsequently to administer a wide range of bolus intravenous doses of a perpetrator drug in order to achieve a range of steady-state plasma concentrations. This approach was used in rats to determine that omeprazole inhibits the metabolism of diazepam with an in vivo $K_i$ value of 21 $\mu$M (95), which is comparable to the in vitro $K_i$ value determined in both rat liver microsomes and rat hepatocytes by a variety of experimental approaches (e.g., substrate depletion, individual metabolite formation, and weighted $K_i$ determination) (96). Human hepatocytes have also been found to produce $K_i$ and $k_{inact}$ values for mechanism-based inhibition that are similar to those determined in human liver microsomes or recombinant human CYP enzymes (97). Inasmuch as the use of hepatocytes for in vitro CYP inhibition studies has not been shown to improve the prediction of in vivo inhibitory interactions, there is little to recommend this more complex and expensive system for in vitro studies. Furthermore, human hepatocytes do not offer many of the advantages afforded by human liver microsomes. In contrast to human liver microsomes, human hepatocytes are difficult to pool in sufficiently large quantities to permit a detailed analysis of the kinetics of each marker substrate. Consequently, the measurement of CYP activity in hepatocytes is often measured under non-Michaelis-Menten conditions or, if they are, with substrate concentrations that greatly exceed $K_m$ (contrary to recommendations that the concentration of CYP marker substrate be $\leq K_m$). In hepatocytes, a portion of the metabolite formed from various maker substrates may be conjugated, which further complicates the analysis of enzyme kinetics. It is not practical to prepare a pool of human hepatocytes that might support inhibition studies for a year or more, which can easily be accomplished with pooled human liver microsomes. Finally, in contrast to the situation with microsomes, cell viability is an issue with hepatocytes.

d. Liver slices. Liver slices have been used for studies of drug metabolism (98–102), enzyme induction (98,103), and CYP inhibition (99). In addition to being plagued with the same problems as noted for isolated hepatocytes, liver slices cannot be pooled, and even precision-cut liver slices (~20 cells thick) present a barrier to drug, metabolite, nutrient, and oxygen diffusion. It is possible, therefore, that an inhibitor may not reach the same cells as those reached by the marker substrate, which will lead to an underestimation of inhibitory potential (102). Given these problems and the paucity of published information on CYP inhibition studies with liver slices, this system is not recommended over pooled human liver microsomes or recombinant human CYP enzymes for in vitro CYP inhibition studies.

2. Selection of Incubation Conditions

CYP enzymes have different pH optima and optimal ionic strengths. However, optimizing conditions for each individual CYP enzymes would be impractical, and
In many cases, nonphysiological. It is more convenient and practical to choose a single set of incubation conditions that will support high but not necessarily maximal activity for all CYP enzymes. If the drug candidate is metabolized by more than one CYP enzyme, standard incubation conditions will help prevent differences in its metabolism from assay to assay. A buffer consisting of potassium phosphate (50 mM, pH 7.4), MgCl₂ (3 mM), and EDTA (1 mM) is a good compromise of the different optimal conditions (MgCl₂ is added to support the binding of NADPH to NADPH-CYP reductase, and ethylenediaminetetraacetic acid (EDTA) is added to chelate iron that, in the presence of microsomes and NADPH, can support lipid peroxidation). To start the reactions, an NADPH-generating system can be used, such as one consisting of NADP (1 mM), glucose-6-phosphate (5 mM), and glucose-6-phosphate dehydrogenase (1 U/mL). Reactions can be terminated with an appropriate volume (usually an equal volume) of an organic solvent that is compatible with the analytical method to be used. In an automated system, it is most convenient to include the internal standard (preferably deuterated forms of the marker metabolite) at an appropriate concentration in the stop reagent.

As mentioned in previous sections, microsomal protein concentrations and incubation times must be chosen in such a way that initial rate conditions are achieved and nonspecific binding to microsomal protein and lipids is minimized. With the use of highly sensitive LC/MS/MS methods it is possible to maintain protein concentrations at ≤ 0.1 mg/mL and substrate incubation times ≤ 5 minutes at the $K_m$ for each marker reaction. The LC/MS/MS LOQ should be chosen with the goal of detecting the amount of metabolite that represents ≥ 90% inhibition at one-half the $K_m$ for the reaction under such conditions. Table 6 summarizes the LOQ, incubation time, and microsomal protein concentrations used in our laboratory. The use of nearly uniform incubation conditions minimizes interassay differences in drug candidate metabolic stability and nonspecific binding. The use of highly sensitive analytical methods also allows for a short incubation time with marker substrate (e.g., ≤ 5 minutes) relative to the long preincubation times with drug candidates that are recommended to assess time-dependent inhibition (i.e., ≥ 30 minutes).

When less sensitive HPLC/UV or other methods are used, longer incubation times and higher microsomal protein concentrations must be used. The S-mephenytoin assay for CYP2C19 activity emerges as a prime example of a potential source of artificially high IC₅₀ or $K_i$ values because as much 1 mg/mL of microsomal protein and a 30-minute incubation with marker substrate must be used to detect the marker metabolite when HPLC/UV methods are used. As discussed in section II.A.3 and shown in Figure 3, the IC₅₀ or $K_i$ value of montelukast as an inhibitor of CYP2C8 can change dramatically with protein concentration. In the case of a compound such as montelukast, which is highly lipophilic, the apparent IC₅₀ or $K_i$ value is much higher than the actual value when conventional HPLC/UV methods are used because these typically require the use of a high protein concentration. A similar effect is observed with long substrate incubation times when the drug candidate is rapidly converted to less
Table 6  Typical In Vitro Incubation Conditions for CYP Inhibition Studies in Human Liver Microsomes and Selected Analytical and Kinetic Parameters

<table>
<thead>
<tr>
<th>CYP enzyme</th>
<th>Marker reaction</th>
<th>Protein (mg/mL)(^a)</th>
<th>(K_m) ((\mu)M)(^b)</th>
<th>(V_{max}) (pmol/min/mg)(^b)</th>
<th>LC/MS/MS ionization mode(^c)</th>
<th>Limit of quantitation (ng/mL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CYP1A2</td>
<td>Phenacetin (O)-deethylation</td>
<td>0.1</td>
<td>63 ± 3</td>
<td>1200 ± 0</td>
<td>ESI+</td>
<td>1.0</td>
</tr>
<tr>
<td>CYP2A6</td>
<td>Coumarin 7-hydroxylation</td>
<td>0.0125</td>
<td>0.77 ± 0.02</td>
<td>2100 ± 0</td>
<td>ESI-</td>
<td>0.30</td>
</tr>
<tr>
<td>CYP2B6</td>
<td>Bupropion hydroxylation</td>
<td>0.1</td>
<td>50 ± 2</td>
<td>2000 ± 0</td>
<td>ESI+</td>
<td>2.0</td>
</tr>
<tr>
<td>CYP2C8</td>
<td>Amodiaquine (N)-dealkylation</td>
<td>0.1</td>
<td>5.8 ± 0.2</td>
<td>5100 ± 100</td>
<td>ESI+</td>
<td>2.0</td>
</tr>
<tr>
<td>CYP2C8</td>
<td>Paclitaxel (6\alpha)-hydroxylation</td>
<td>0.1</td>
<td>11 ± 2</td>
<td>570 ± 40</td>
<td>ESI+</td>
<td>0.5</td>
</tr>
<tr>
<td>CYP2C9</td>
<td>Diclofenac 4′-hydroxylation</td>
<td>0.1</td>
<td>7.5 ± 0.4</td>
<td>2300 ± 100</td>
<td>ESI-</td>
<td>3.0</td>
</tr>
<tr>
<td>CYP2C19</td>
<td>5-Mephentoin 4′-hydroxylation</td>
<td>0.1</td>
<td>42 ± 2</td>
<td>180 ± 10</td>
<td>ESI-</td>
<td>0.5</td>
</tr>
<tr>
<td>CYP2D6</td>
<td>Dextromethorphan (O)-demethylation</td>
<td>0.1</td>
<td>7.2 ± 0.6</td>
<td>210 ± 10</td>
<td>ESI+</td>
<td>0.5</td>
</tr>
<tr>
<td>CYP2D6</td>
<td>Bufuralol 1′-hydroxylation</td>
<td>0.1</td>
<td>12 ± 2</td>
<td>94 ± 9</td>
<td>ESI+</td>
<td>0.35</td>
</tr>
<tr>
<td>CYP2E1</td>
<td>Chloroxazone 6-hydroxylation</td>
<td>0.1</td>
<td>27 ± 3</td>
<td>1700 ± 100</td>
<td>ESI-</td>
<td>2.0</td>
</tr>
<tr>
<td>CYP3A4/5</td>
<td>Testosterone (6\beta)-hydroxylation</td>
<td>0.1</td>
<td>130 ± 10</td>
<td>9500 ± 200</td>
<td>ESI+/−</td>
<td>10</td>
</tr>
<tr>
<td>CYP3A4/5</td>
<td>Midazolam 1′-hydroxylolation</td>
<td>0.05</td>
<td>5.4 ± 0.3</td>
<td>2100 ± 0</td>
<td>ESI+</td>
<td>1.0</td>
</tr>
<tr>
<td>CYP3A4/5</td>
<td>Nifedipine oxidation</td>
<td>0.1</td>
<td>7.8 ± 0.2</td>
<td>3100 ± 0</td>
<td>ESI+</td>
<td>5.0</td>
</tr>
<tr>
<td>CYP3A4/5</td>
<td>Atorvastatin (ortho)-hydroxylation</td>
<td>0.1</td>
<td>43 ± 4</td>
<td>800 ± 50</td>
<td>ESI+/−</td>
<td>2.0</td>
</tr>
<tr>
<td>CYP4A11</td>
<td>Lauric acid 12-hydroxylation</td>
<td>0.1</td>
<td>1.4 ± 0.2</td>
<td>1000 ± 100</td>
<td>ESI-</td>
<td>4.0</td>
</tr>
</tbody>
</table>

\(^a\)Protein concentrations are less than 0.1 mg/mL in two cases to avoid over-metabolism of the substrate. The buffer consists of potassium phosphate (50 mM, pH 7.4), MgCl\(_2\) (3 mM), EDTA (1 mM), and the NADPH-generating system [NADP (1 mM), glucose-6-phosphate (5 mM), and glucose-6-phosphate dehydrogenase (1 U/mL)]. The incubation time is five minutes for all assays.

\(^b\)The kinetic constants were determined at XenonTech (unpublished data) with a pool of 16 human liver microsomal samples. Constants are shown ± standard error (rounded to two significant figures, with standard error values rounded to the same degree of accuracy as the constant), and were calculated using GraFit software, which utilized rates of product formation (triplicate data) at 13 substrate concentrations. The \(K_m\) values are rounded up or down for a convenient design of IC\(_{50}\) and \(K_i\) determinations.

\(^c\)Designates either positive or negative ionization by ESI (electrospray ionization).

Abbreviation: CYP, cytochrome P450.
inhibitory metabolites (inhibitor depletion). Alternatively, if a drug candidate is a metabolism-dependent inhibitor, longer substrate-incubation times will artificially decrease its zero-minute preincubated IC$_{50}$ or $K_i$ value, and may result in a failure to detect time-dependent inhibition (discussed further in sec. II.C.7.c).

3. Importance of Multiple CYP3A4/5 Marker Substrates

In the case of CYP3A4, the inhibitory potency of a drug can depend on the choice of marker substrate (104–107). For example, the rank order of potency of CYP3A4 inhibition by 18 flavonoids differed depending on whether triazolam or testosterone was chosen as the marker substrate (108). In our laboratory, we have found up to a 19-fold difference in IC$_{50}$ values for the inhibition of CYP3A4 by the same compound when four different CYP3A4 substrates (testosterone, midazolam, nifedipine, and atorvastatin) were used. Additionally, CYP3A4 is susceptible to homotropic activation or autoinhibition by certain substrates, which is demonstrated by an S-shaped or bell-shaped curve of rate versus substrate (109). The binding of one ligand (substrate, inhibitor, or activator) to CYP3A4 can cause conformational changes that almost double the size of the active site, which allows additional ligands to bind, possibly in a stacked or side-by-side configuration (110). This approach has been proposed to be the mechanism for homotropic (substrate-mediated) activation of CYP3A4, and for the heterotropic activation of CYP3A4 by agents such as flavonoids (e.g., α-naphthoflavone). This of course complicates the interpretation of data obtained with a single CYP3A4 marker substrate. Consequently, the inhibition of CYP3A4 should be evaluated with at least two structurally unrelated marker substrates (e.g., midazolam and testosterone, in accordance with the FDA’s recommendations). In our laboratory, we routinely evaluate CYP3A4 inhibition with four marker substrates, namely midazolam, testosterone, nifedipine, and atorvastatin.

4. Selection of Inhibitor and Substrate Concentration, and Solvent Effects

For IC$_{50}$ determinations, the substrate concentration should be close to the $K_m$ for the marker reaction. As discussed previously, this choice of substrate concentration allows an estimate of the $K_i$ value because $IC_{50} = 2K_i$ for competitive inhibition and $IC_{50} = K_i$ for noncompetitive inhibition. For $K_i$ determinations, a common substrate concentration scheme is $K_m/3$, $K_m$, $3K_m$, $6K_m$, and $10K_m$. Assuming that the $K_m$ for the reaction has been accurately determined, this range of substrate concentrations will provide an adequate spread of data on an Eadie-Hofstee plot to readily observe the mechanism of direct inhibition. For some substrates, solubility can become limiting at concentrations $>2K_m$. In such cases, it becomes necessary to choose alternate concentrations so that no fewer than five concentrations are used in a $K_i$ determination. The choice of substrate
concentration for determination of the metabolism-dependent inhibition parameters, $k_{\text{inact}}$ and $K_i$, is discussed in greater detail in section II.C.7.c.

The choice of inhibitor concentration should ideally be based on known or anticipated plasma or hepatic concentrations of the drug candidate. The highest concentration examined in vitro should be at least 10-times higher than the maximum in vivo plasma concentration, and it is not uncommon to use a maximum in vitro concentration that is 100-fold higher. When such in vivo concentrations are not known, it is typical to use in vitro concentrations ranging from 0.1 to 100 $\mu$M (solubility permitting). The important consideration for $IC_{50}$ determinations is that inhibitor concentrations should span at least two orders of magnitude, and preferably three, because this range of inhibitor concentrations is required to increase the degree of inhibition from 0% to nearly 100%. If $IC_{50}$ values are already known, $K_i$ values can be determined with concentrations ranging from 1/4 to 10 times the $IC_{50}$ value, provided that the analytical methods are sufficiently sensitive to detect metabolite when the inhibitor concentration is 10 times the $IC_{50}$ and the substrate concentration is one-third $K_m$.

Many drug candidates (and even some marker substrates) tend to have poor aqueous solubility at physiological pH. This limits the highest concentration of drug that can be achieved in vitro. To potentially circumvent this problem, the drug can be dissolved in an organic solvent [such as, methanol, acetonitrile, ethanol, dimethyl sulfoxide (DMSO), etc.] or weakly acidic or alkaline solutions and delivering the drug to the incubation mixtures. Several studies have demonstrated that organic solvents can potently and selectively inhibit CYP enzymes (111–114). This observation is not surprising because several organic solvents are substrates for CYP enzymes. Although organic solvents tend to be relatively weak CYP inhibitors, it is important to realize that a 1% (v/v) concentration of some organic solvents in the final incubation mixture translates to a molar concentration of $>100$ mM. The most susceptible enzyme is CYP2E1, which is almost completely inhibited by some organic solvents at a final concentration of 1% (v/v). Some solvents are generally more potent inhibitors of CYP enzymes than others. For example, 0.1% (v/v) DMSO markedly inhibits CYP2E1 and significantly inhibits CYP2C9, CYP2C19, and CYP3A4/5 (unpublished observations). In contrast, methanol does not potently inhibit CYP2C19 or CYP3A4/5, but it does markedly inhibit CYP2E1 and to a lesser extent CYP2C9. Acetonitrile inhibits, activates, or has no effect on CYP2C9 activity, depending on which substrate is used (115). The take-home point is that no single organic solvent is ideal for all CYP enzymes and that the final concentration of the organic solvent should be minimized as much as possible [$<1.0\%$ and preferably $<0.1\%$ (v/v)]. However, the use of an arbitrary cut-off in terms of percent solvent may not be appropriate for all CYP enzymes. Methanol concentrations as high as 2% (v/v) can be used for several CYP enzymes without significant inhibition, whereas 0.2% (v/v) DMSO can significantly inhibit several CYP enzymes. For instance, DMSO competitively inhibits CYP2E1 with a $K_i$ value of 0.03% (v/v) (116). However, even when
Figure 8  Correlation between chlorozoxazone 6-hydroxylase activity in the presence and absence of the CYP2E1 inhibitor DMSO [0.2% (v/v)]. Chlorozoxazone at the $K_m$ for CYP2E1 (30 μM) was incubated with 16 individual samples of human liver microsomes in the presence of 0.2% DMSO. The strong correlation between residual and total chlorozoxazone 6-hydroxylase activity indicates that the reaction is still reasonably specific for CYP2E1 even in the presence of DMSO. Abbreviation: DMSO, dimethyl sulfoxide.

significant inhibition occurs, it may not necessarily affect the interpretation of additional inhibition by the drug candidate, as illustrated below.

With the use of highly sensitive LC/MS/MS methods, even substantial inhibition by an organic solvent may be acceptable provided the solvent does not completely inhibit the high affinity CYP enzyme responsible for metabolizing the marker substrate and provided the presence of solvent does not substantially alter the specificity of the marker reaction. CYP1A2 and CYP3A4 have been implicated as the low-affinity enzymes responsible for the 6-hydroxylation of chlorozoxazone by human liver microsomes, the typical marker reaction for CYP2E1 (117,118). In our laboratory, we have found that at a concentration routinely used to solubilize drug candidates for CYP inhibition studies [i.e., 0.2% (v/v)], DMSO causes approximately 75% inhibition of chlorozoxazone 6-hydroxylation at 30-μM chlorozoxazone (the $K_m$ for CYP2E1), raising the possibility that CYP1A2 or CYP3A4 can now contribute significantly to the 6-hydroxylation of chlorozoxazone under such “low-CYP2E1” conditions. However, under such conditions, in human liver microsomes from 16 individuals, the residual chlorozoxazone 6-hydroxylase activity at a substrate concentration equal to $K_m$ is still predominantly catalyzed by CYP2E1 as evidenced by the observation that the activity in the presence of 0.2% DMSO still correlates highly with chlorozoxazone 6-hydroxylase activity in the absence of DMSO ($r^2 = 0.95$), as shown in Figure 8, and it does not correlate well with CYP1A2, CYP3A4, or any other CYP marker activities ($r^2 < 0.38$). Because
of the sensitivity afforded by the LC/MS/MS method used for this assay, further inhibition of the remaining activity can be easily detected, and most importantly, such inhibition represents inhibition of CYP2E1 when the assay is performed at a substrate concentration equal to $K_m$. Regardless of the assay, each experiment should include a no-vehicle control (no-solvent control) and a vehicle (solvent) control to assess the effect of the solvent under the conditions of a given experiment. The effect of the drug candidate is compared against the appropriate vehicle (solvent) control. It should be noted that although the presence of an organic solvent does not alter the specificity of the marker reaction, IC$_{50}$ or Ki values for the inhibition of CYP2E1 may be artificially increased in the presence of high concentrations of organic solvents.

5. Intra-assay Controls

It is important to incorporate within each assay certain controls that prove that the test system is performing as expected. To verify that each assay is performed under initial rate conditions, incubations should be performed in the absence of the drug candidate at approximately half and twice the normal protein concentration and for approximately half and twice the normal incubation period.

Positive control inhibitors for each of the major CYP enzymes should also be included to further demonstrate that the test system is performing as expected. The direct-acting inhibitors used in our laboratory are summarized in Table 7, along with the IC$_{50}$ values determined during assay validation and a comparison with literature values. It is worth noting that the positive control inhibitors used for CYP inhibition studies need not necessarily be CYP-selective inhibitors, in contrast to those used for reaction phenotyping, which should be CYP-selective inhibitors.

6. Automation, Analysis, and 96-Well-Plate Layout

A definitive, GLP-compliant CYP inhibition assay that examines both direct and time-dependent inhibition can be accommodated in a single 96-well plate. In our laboratory, a Tecan liquid-handling system (Tecan Inc., Research Triangle Park, North Carolina, U.S.) is used to pipette the substrate, NADPH, stop reagent (containing internal standard), and various premade buffer mixtures containing the microsomes and test article. Two different assays can be conducted simultaneously (i.e., two plates at a time) and this cycle can be easily repeated three or four times per day on a single liquid-handling system. Validated LC/MS/MS methods are used to accommodate the large number of samples generated by this automated procedure. High-throughput Shimadzu autosamplers (Shimadzu Scientific Instruments, Inc., Columbia, Maryland, U.S.) can accommodate four plates at a time, and with a sample analysis time of three to six minutes, all four plates can be analyzed in as little as 24 hours. The plate layout is optimized for LC/MS/MS analysis so that standard curve and quality control (QC) samples are present at the beginning, middle, and end of the analytical run (Fig. 9). Intra-assay controls as well as analytical controls are also included on the same plate.
Table 7  Inhibition of CYP Enzymes in Pooled Human Liver Microsomes by Direct Inhibitors (Positive Controls)

<table>
<thead>
<tr>
<th>CYP enzyme</th>
<th>Marker reaction</th>
<th>Inhibitor</th>
<th>Average IC₅₀ (µM)</th>
<th>IC₅₀ or Ki values reported in the literature (µM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CYP1A2</td>
<td>Phenacetin O-deethylation</td>
<td>α-Naphthoflavone</td>
<td>0.0056 (7.1%)</td>
<td>0.01ᵇ</td>
</tr>
<tr>
<td>CYP2A6</td>
<td>Coumarin 7-hydroxylation</td>
<td>Nicotine</td>
<td>65 (5.2%)</td>
<td>24–50ᶜ</td>
</tr>
<tr>
<td>CYP2B6</td>
<td>Bupropion hydroxylation</td>
<td>Orphenadrine</td>
<td>180 (2.4%)</td>
<td>180–750ᵈ</td>
</tr>
<tr>
<td>CYP2C8</td>
<td>Amodiaquine N-dealkylation</td>
<td>Montelukast</td>
<td>0.036 (22%)</td>
<td>0.0092–0.15</td>
</tr>
<tr>
<td>CYP2C8</td>
<td>Paclitaxel 6α-hydroxylation</td>
<td>Quercetin</td>
<td>6.0 (9.2%)</td>
<td>1.1ᵇ</td>
</tr>
<tr>
<td>CYP2C9</td>
<td>Diclofenac 4'-hydroxylation</td>
<td>Sulfaphenazole</td>
<td>0.21 (17%)</td>
<td>0.3ᵇ</td>
</tr>
<tr>
<td>CYP2C19</td>
<td>5-Methylenetol 4'-hydroxylation</td>
<td>Modafinil</td>
<td>72 (6.8%)</td>
<td>39ᶜ</td>
</tr>
<tr>
<td>CYP2D6</td>
<td>Dextromethorphan O-demethylation</td>
<td>Quinidine</td>
<td>0.079 (16%)</td>
<td>0.027–0.4ᵇ</td>
</tr>
<tr>
<td>CYP2D6</td>
<td>Bufuralol 1'-hydroxylation</td>
<td>Quinidine</td>
<td>0.13 (6.4%)</td>
<td>0.027–0.4ᵇ</td>
</tr>
<tr>
<td>CYP2E1</td>
<td>Chlorzoxazone 6-hydroxylation</td>
<td>4-Methylpyrazole</td>
<td>1.0 (14%)</td>
<td>1–50ᶜ</td>
</tr>
<tr>
<td>CYP3A4/5</td>
<td>Testosterone 6β-hydroxylation</td>
<td>Ketoconazole</td>
<td>0.046 (11%)</td>
<td>0.0037–0.18ᵇ</td>
</tr>
<tr>
<td>CYP3A4/5</td>
<td>Midazolam 1'-hydroxylation</td>
<td>Ketoconazole</td>
<td>0.015 (16%)</td>
<td>0.0037–0.18ᵇ</td>
</tr>
<tr>
<td>CYP3A4/5</td>
<td>Nifedipine oxidation</td>
<td>Ketoconazole</td>
<td>0.023 (13%)</td>
<td>0.0037–0.18ᵇ</td>
</tr>
<tr>
<td>CYP3A4/5</td>
<td>Atorvastatin ortho-hydroxylation</td>
<td>Ketoconazole</td>
<td>0.034 (14%)</td>
<td>0.0037–0.18ᵇ</td>
</tr>
<tr>
<td>CYP4A11</td>
<td>Lauric acid 12-hydroxylation</td>
<td>10-Imidazolyl decanoic acid</td>
<td>0.0093 (15%)</td>
<td>0.003ᵈ</td>
</tr>
</tbody>
</table>

ᵃIC₅₀ determinations were performed as described in the text. Values are rounded to two significant figures, and are the average of three or more determinations. Values in parentheses represent the relative standard deviation.
ᵇThese values were obtained from the FDA’s Drug Interaction website: http://www.fda.gov/cder/drug/drugInteractions/tableSubstrates.htm#classInhibit.
ᶜThese values were obtained from the University of Washington’s Metabolism and Transport Drug Interaction Database: http://www.druginteractioninfo.org
ᵈOgilvie et al. (217).

Abbreviation: CYP, cytochrome P450.
The analytical controls are intended to determine if the drug candidate causes ion suppression or chromatographic interference. Because the autosampler injects samples proceeding down the microtiter plate columns from left to right, the 0- and 30-minute preincubated samples are arranged so that they alternate, rather than placing all 30-minute preincubated samples at the end of the analytical run. This method minimizes bias that might result from slight changes in analytical response during the course of the analytical run. It is also for this reason that one set of standard curve samples is placed at the beginning and the other at the end of the analytical run. However, if deuterated forms of the metabolite standard are used as internal standard, changes in analytical response should affect the metabolite and internal standard to the same extent and therefore be corrected.

7. Follow-up Studies

Once an assessment of direct and time-dependent inhibition has been made with the initial IC$_{50}$ determination, decisions regarding follow-up studies can be made as outlined in Figure 5. For direct inhibition, $K_i$ determinations can be conducted for the most potently inhibited enzymes. Because $K_i$ determinations provide information on the mechanism of inhibition (competitive, noncompetitive, etc.), the $K_i$ values will allow a more precise rank-ordering of inhibitory potential and can better guide decisions regarding the clinical drug-drug interaction studies.
that may need to be performed when more than one CYP enzyme is inhibited with IC$_{50}$ values that are within twofold of one another. If there is an indication of significant time-dependent inhibition, it may be necessary to perform additional experiments to further characterize this type of inhibition. The following sections will outline the rationale for choosing to perform follow-up studies and their experimental design.

**a. $K_i$ determinations.** It is preferable that the decision to perform $K_i$ determinations be based not only on IC$_{50}$ values but also on the clinical concentration of the drug. An arbitrary cut-off for all drugs (e.g., $K_i$ determination will be performed if IC$_{50}$ $\leq$ 10 μM) is not advisable. Instead, it is recommended that the cut-off point take the plasma concentration of the drug candidate into account. For example, the H$_2$-receptor antagonist, cimetidine, inhibits CYP1A2, CYP2C9, CYP2D6, and CYP3A4 with IC$_{50}$ values as low as 300, 300, 130, and 230 μM, respectively. However, cimetidine can be administered in doses of up to 2400 mg/day and can reach plasma $C_{\text{max}}$ values approaching 10 μM. Cimetidine has been found to cause clinically significant interactions with the CYP1A2 substrate, theophylline, the CYP2C9 substrate, tolbutamide, the CYP2D6 substrate desipramine, and the CYP3A4 substrate triazolam (119,120).

$K_i$ determinations are conducted in essentially the same manner as IC$_{50}$ determinations with respect to buffer components, analytical methods, incubation time, and microsomal protein concentration. The differences include the use of five substrate concentrations (i.e., $K_m/3$, $K_m$, $3K_m$, $6K_m$, and $10K_m$, solubility permitting), and the choice of inhibitor concentrations (i.e., one-fourth to 10 times the IC$_{50}$ value, solubility permitting). As shown in Figure 10, $K_i$ determinations require two 96-well microtiter plates, and the second plate can include a second set of $K_m$ samples that are preincubated for 30 minutes with NADPH. This option allows for a definitive CYP inhibition study to be conducted for a drug candidate that has already been evaluated as a direct-acting inhibitor, but not as a metabolism-dependent inhibitor. Because $K_i$ determinations are conducted at substrate concentrations from $K_m/3$ to $10K_m$, it is important to target an appropriate analytical range during development and validation of the analytical method. Ideally, the lower limit of quantitation should represent >90% inhibition at $K_m/3$ and the upper limit should normally represent the rate at $10K_m$ in the absence of inhibitor. A wide analytical range allows for a thorough characterization of inhibition to provide a more accurate $K_i$ determination. The use of a well-characterized pool of several individual human liver microsomal samples (as discussed earlier) can obviate the need to change analytical ranges from one batch or lot to the next.

**b. Time-dependent inhibition: NADPH-dependence and irreversibility.** The initial IC$_{50}$ experiment described previously permits a preliminary evaluation of whether any time-dependent inhibition occurs over seven concentrations of drug candidate and whether it is dependent on the presence of NADPH (for the
highest concentration of inhibitor). An additional experiment should be conducted to confirm NADPH dependence at multiple inhibitor concentrations and/or preincubation times, and also to establish irreversibility of this inhibition prior to performing a full \( k_{\text{inact}} \) experiment (discussed in the next section) to avoid spending time on a larger experiment that may be unnecessary. A typical design for the first part of this experiment includes evaluating the drug candidate at the same concentration that provided the maximal change in percent inhibition from 0- to 30-minute preincubation in the initial experiment. Preincubations in the presence and absence of NADPH for 0, 15, and 30 minutes should be conducted.
under the conditions used in the initial IC$_{50}$ experiment. In the second part of the experiment, the same concentration of drug candidate used in the first part is preincubated for the same of time, but the sample is diluted prior to measuring CYP activity. It is recommended that at least a 10-fold, and preferably a 25- or even a 50-fold dilution be used, which necessitates preincubating the drug candidate with a 10- to 50-fold higher protein concentration than used in the initial incubation. At the end of the preincubation period with this higher concentration of microsomal protein, an aliquot is removed and added to a normal incubation mixture, including the marker substrate, so that the 10- to 50-fold dilution produces the “normal” concentration of microsomal protein (typically 0.1 mg/mL), and the incubation is then continued for five minutes to allow for the formation of the marker metabolite. An increase in inhibition that is time- and NADPH-dependent and also resistant to dilution provides evidence that the drug candidate is an irreversible, metabolism-dependent inhibitor. In such cases, $K_I$ and $k_{inact}$ should be determined, as discussed in the following section.

The dilution method outlined above has some important limitations when examining mechanism-based inhibitors that are potent and highly protein-bound because in order to perform a dilution experiment, the microsomal protein concentration must first be increased during the preincubation. For instance, 8-methoxypsoralen is a very potent mechanism-based inhibitor of CYP2A6 ($k_{inact} = 2.1 \text{ min}^{-1}$, $K_I = 1.9 \text{ M}$). The inhibition of CYP2A6 by 8-methoxypsoralen is irreversible; even overnight dialysis after a three-minute incubation with NADPH-fortified human liver microsomes and 8-methoxypsoralen (2.5 M) does not restore CYP2A6 activity (121). For routine use as a positive control in the IC$_{50}$ experiments (with a protein concentration of 0.0125 mg/mL), we have empirically determined that a low concentration of 8-methoxypsoralen (0.05 M) causes extensive metabolism-dependent inhibition of CYP2A6 after a 30-minute preincubation with NADPH, and yet causes minimal direct inhibition in the zero-minute preincubation samples (Fig. 11A). However, after a 30-minute preincubation with 8-methoxypsoralen (0.05 M) and a 25-fold higher protein concentration (0.3125 mg/mL) followed by a 25-fold dilution, no mechanism-based inhibition of CYP2A6 is apparent (Fig. 11B). In this case, increasing the concentration of 8-methoxypsoralen by 25-fold, to 1.25 M, produces the expected result after a 25-fold dilution (Fig. 11D). However, in the absence of dilution, this concentration of 8-methoxypsoralen is too high because it causes complete inhibition of CYP2A6 after a 30-minute preincubation (Fig. 11C) and causes significant inhibition in the zero-minute samples (Fig. 11C, D). In any conventional approach to examine metabolism-dependent inhibition, the marker substrate (coumarin in the case of CYP2A6) must be added after the preincubation with inhibitor in order to measure the residual enzyme activity. Consequently, enzyme inactivation by the inhibitor still occurs during the substrate incubation period (in fact, it’s virtually unavoidable), and it is especially pronounced for potent metabolism-dependent inhibitors like...
Figure 11 Irreversible inhibition of CYP2A6 by 8-methoxypsoralen at two concentrations with and without a dilution step. The overall design of the experiment is discussed in section II.C.7.b. Panels A and B show the effects of preincubating 8-methoxypsoralen (0.05 and 1.25 μM) for 30 minutes with NADPH-fortified human liver microsomes (0.0125 mg/mL) without a dilution prior to the incubation with substrate (coumarin). Panels B and D show the effects of preincubating 8-methoxypsoralen (0.05 and 1.25 μM) for 30 minutes with NADPH-fortified human liver microsomes (0.3125 mg/mL) with a 25-fold dilution prior to the incubation with substrate (coumarin). Panel E shows the effects of preincubating 8-methoxypsoralen (1.25 μM) for 30 minutes with pooled human liver microsomes (0.0125 mg/mL) in the absence of NADPH without a dilution step prior to the incubation with substrate (coumarin). Inhibition in the latter case is caused by inactivation of CYP2A6 during the substrate incubation step (5 minutes) because it occurs to the same extent in both the 0- and 30-minute preincubation samples.
8-methoxypsoralen. The final concentration of 8-methoxypsoralen after the 25-fold dilution is only 0.002 μM (when the initial concentration was 0.05 μM), which is apparently too low to cause significant inactivation of CYP2A6 during the five-minute substrate incubation (Fig. 11B). As shown in Figures 11C and D, 8-methoxypsoralen at the high concentration of 1.25 μM causes significant inactivation of CYP2A6 even in the zero-minute pre-incubation samples. The rapid inactivation of CYP2A6 during the substrate incubation becomes readily apparent when one compares the effect of pre-incubating human liver microsomes with 1.25-μM 8-methoxypsoralen in the presence and absence of NADPH: nearly the same degree of inhibition occurs in both the 0- and 30-minute preincubation samples because of the inactivation of CYP2A6 that occurs during the subsequent five-minute incubation with substrate (coumarin) and NADPH (Fig. 11E).

The lack of effect of 0.05-μM 8-methoxypsoralen after dilution (with the 25-fold higher protein concentration) is presumably due to nonspecific binding of 8-methoxypsoralen to microsomal protein and lipids and/or depletion of this small amount of inhibitor so that the number of CYP2A6 molecules inactivated is insignificant relative to the total amount of CYP2A6 present at the higher protein concentration. The effects of microsomal protein concentration on the inactivation of CYP1A2 by furafylline and of CYP2A6 by 8-methoxypsoralen are contrasted in Figure 12A and B, respectively. These experiments were conducted with microsomal protein concentrations of 0.1 and 1 mg/mL with a five-minute substrate incubation period. With this design, the marker reaction for CYP1A2 (phenacetin O-dealkylation) remains under initial rate conditions. The marker substrate for CYP2A6, on the other hand, is rapidly turned over (with a $K_m$ of approximately 0.25 μM) and would be over-metabolized under such conditions. To avoid over-metabolism of coumarin, the substrate concentration was increased to 50 μM. These data show that inactivation of CYP1A2 by furafylline is virtually unaffected by microsomal protein concentration (over the range examined), whereas the apparent IC$_{50}$ for inhibition of CYP2A6 after preincubation with 8-methoxypsoralen increased approximately 8-fold, with a 10-fold increase in microsomal protein concentration. For studies with potent inactivators that are also highly bound to protein, dialysis, rather than dilution, may be the preferred approach to investigate the irreversibility of metabolism-dependent inhibition.

c. $k_{\text{inact}}$ determinations. Mechanism-based inhibition is characterized by the kinetic constants $k_{\text{inact}}$ and $K_I$. The $k_{\text{inact}}$ value is analogous to the Michaelis-Menten $V_{\text{max}}$ and simply represents the maximal rate of enzyme inactivation at saturating concentrations of inhibitor. Likewise, $K_I$ is analogous to $K_m$ and represents the concentration of inactivator that supports half the maximal rate of inactivation. (Note that $K_I$ for mechanism-based inhibition is neither the same symbol nor the same definition as $K_i$ for direct inhibition). The results from the initial IC$_{50}$ determination and the experiment to establish NADPH dependence and irreversibility can
direct the choice of preincubation times and drug candidate concentrations to
determine $k_{\text{inact}}$ and $K_I$. It should be noted that because the choice of preincubation
times is dependent on the particular mechanism-based inhibitor under investigation,
the experimental design to determine $k_{\text{inact}}$ and $K_I$ is more difficult to automate than
$K_i$ and IC$_{50}$ determinations for direct-acting inhibitors.

At a basic level, the design consists of choosing concentrations of drug
candidate and preincubation times so that the percentage inhibition will range
from 10% to 90% after preincubation, when possible. Beyond these basic
experimental design characteristics, one must consider the assumptions inherent
in a conventional experimental approach to the determination of $k_{\text{inact}}$ and $K_I$
values (i.e., an experimental approach based on determination of residual rates of
enzyme activity with a marker substrate following various inactivation periods).
These assumptions are: (1) there is negligible metabolism of the inhibitor during
the preincubation stage, and (2) there is insignificant enzyme inactivation or
direct inhibition during the substrate incubation stage. In fact, however, unless
the inhibitor (drug candidate) is removed by dialysis prior to the substrate
incubation, there is invariably some metabolism of the inhibitor during the
substrate incubation period, and direct inhibition of the enzyme inevitably occurs
to some extent because a mechanism-based inhibitor of an enzyme is, by
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definition, a substrate for that enzyme. The factors that should be optimized in order to provide the most accurate determination of $k_{\text{inact}}$ and $K_I$ values include the following:

1. The ratio of the preincubation time with inhibitor to the incubation time with maker substrate
2. The dilution factor
3. The marker substrate concentration relative to $K_m$
4. Normalization of data for the spontaneous time-dependent loss in enzyme activity in the absence of inhibitor
5. The method of data transformation (i.e., use of natural log transformation, rather than a base-10 log transformation)
6. Data analysis (e.g., nonlinear vs. linear regression)

Each of these factors is discussed below.

The substrate incubation time should be short relative to the preincubation time to minimize further inactivation of the enzyme after the preincubation stage. Therefore to maximize the ratio of substrate incubation time to preincubation time, the substrate incubation time should be as short as possible (e.g., 5 minutes or less), but the microsomal protein concentration should still be kept as low as possible. This means that analytical sensitivity is very important. In the case of metabolism-dependent inhibitors, the use of a long substrate incubation time can lead to an artifactual overestimation of direct inhibition and a corresponding underestimation of mechanism-based inhibition potential because there will be appreciable enzyme inactivation even in the zero-minute preincubation samples. This point is illustrated in Figure 13. In this case, mibefradil appears to have nearly fourfold greater potency as a direct inhibitor when a long substrate incubation period is used (i.e., 0-minute $IC_{50}$ value of 1.6 µM with a 30-minute substrate incubation vs. 6.0 µM with a 5-minute substrate incubation). As a result, the shift in $IC_{50}$ value is only 23-fold with the longer substrate incubation time compared with an 86-fold shift with a shorter substrate incubation time. For some metabolism-dependent inhibitors, the blunting effect of long substrate incubation times could be even more pronounced, possibly leading to the erroneous conclusion that no metabolism-dependent inhibition occurs.

After the preincubation stage, the samples should be diluted at least 10-fold (and preferably 25- to 50-fold) prior to the substrate incubation stage to reduce the concentration of inhibitor and thereby minimize its direct inhibitory effects. The general design of the experiment is shown in Figure 14. If the substrate incubation is carried out with 0.1 mg/mL protein for two to five minutes, then the preincubation must be carried out with 1 mg/mL protein for samples destined to be diluted 10-fold, and with 5 mg/mL protein for samples destined to be diluted 50-fold. These very high protein concentrations can dramatically decrease the free (unbound) concentration of drug candidate. Consequently, a correction for protein binding during the preincubation stage is warranted, especially for basic lipophilic
Compounds (which are likely to bind to the negatively charged phosphate groups on the surface of the microsomal membrane). Van et al. investigated the effect of the dilution factor on the apparent inactivation kinetics of 3,4-methylenedioxyamphetamine and found that the $k_{\text{inact}}$ value varied nearly threefold from $0.2 \text{ min}^{-1}$ to $0.58 \text{ min}^{-1}$ as the dilution factor increased 40-fold from 1.25- to 50-fold (122). The effect on $K_I$ was also significant, ranging from 3.32 to 7.26 $\mu$M over this range of dilution factors.

To measure residual CYP activity, the substrate should be incubated at a high (saturating) concentration (e.g., $10-20K_m$) to minimize the direct inhibitory effect of the mechanism-based inhibitor. However, there are two caveats to this rule: (1) the substrate must be soluble at this concentration and (2) the substrate must remain selective for the enzyme in question. If either solubility or selectivity is problematic at a high substrate concentration, then a lower substrate concentration must be used. The use of high substrate concentrations achieves two objectives: (1) it helps to diminish any competitive inhibition that might be
caused by the remaining drug candidate and (2) it helps to decrease any further inactivation of the enzyme by diminishing the metabolism of the remaining drug candidate. Van et al. investigated the effect of the marker substrate concentration on the apparent inactivation kinetics of 3,4-methylenedioxyamphetamine, and found that the \( k_{\text{inact}} \) value ranged from 0.21 min\(^{-1}\) to 0.27 min\(^{-1}\) as the substrate concentration increased 10-fold from 2 to 20 \( K_m \). The effect of substrate concentration on the \( K_I \) value was much more dramatic. It increased from 3.9 to 9.2 \( \mu \)M with increasing marker substrate concentration (122).

The spontaneous, time-dependent loss in enzyme activity in the absence of inhibitor must be taken into account when analyzing the data from mechanism-based inhibition studies (Fig. 14). For instance, the baseline loss of CYP3A4 activity in human liver microsomes incubated in the presence of NADPH and 400-\( \mu \)M alprazolam (which is a substrate for—but not a mechanism-based inhibitor of CYP3A4) has been reported to be from 0.0037 to 0.0039 min\(^{-1}\) (123,124). In other words, about 1% of CYP3A4 activity is lost every three minutes. Therefore, over the course of a 30-minute preincubation, one would expect to lose at least 10% of the initial CYP3A4 activity. To account for this loss, vehicle-control samples should be included and they should match all of the time points for the drug candidate. Even in the absence of solvent or substrate, there is a certain spontaneous loss of enzyme activity that appears to be different for each CYP. We have found that the loss of activity after a 30-minute preincubation with NADPH is approximately 30% for both CYP1A2 and CYP2D6, from 8% to 14% for CYP2A6, CYP2B6, and CYP3A4, and that there is little or no loss in activity or even an apparent increase in activity for CYP2C9, CYP2C19 or CYP2E1. Therefore, for certain CYP enzymes, significant error could be introduced if the data are not normalized for this spontaneous loss of activity during the preincubation stage. Normalization of the data can be accomplished by first calculating the decrease in activity over time for each concentration of drug candidate, including 0 \( \mu \)M (i.e., the solvent control):

\[
\text{Activity over time} = \ln \left( \frac{\text{Remaining activity}}{\text{Control activity}} \right) \times 100
\]

(4)

where the remaining activity at time \( t \) is for a given concentration of drug candidate, and the control activity is the rate of reaction for the vehicle control at the corresponding preincubation time (rather than the zero-time control). By using the rate of reaction for the vehicle control at each time point (rather than the 0-minute vehicle control), the data are normalized for the spontaneous loss in CYP activity (an alternative approach is described below). Note that the natural log must be used (rather than the log\(_{10}\)); otherwise the \( k_{\text{inact}} \) and \( K_I \) values will be off by a factor of 2.3.

Further data analysis initially consists of performing linear regression for each line defined by the natural log transformed data at each concentration of drug candidate. If a large dilution factor and saturating concentrations of marker
Figure 14 Design and graphical representation of irreversible or quasi-irreversible metabolism-dependent inhibition—determination of $k_{\text{inact}}$ and $K_i$ values. Actual data obtained for CYP2C8 inhibition by gemfibrozil glucuronide are shown. To determine the $K_i$ and $k_{\text{inact}}$ values for the inactivation of CYP2C8, various concentrations of gemfibrozil glucuronide (0.25 to 64 μM) were incubated for 2 to 30 minutes with pooled human liver microsomes (0.1 mg/mL) at 37°C. After the preincubation, an aliquot (40 μL) was transferred to another incubation tube (final volume 400 μL) containing paclitaxel (10 μM, due to limiting solubility) and an NADPH-generating system in order to measure residual
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substrate have been used, these lines should intersect close to the “100% activity” value represented by the zero-minute vehicle control, as shown in Figure 14. The negative slope of the line is equal to $k_{\text{obs}}$, which represents the inactivation rate constant for that particular inhibitor concentration. These rates are then plotted against the inhibitor concentration and the data are fitted by nonlinear regression to the following equation:

$$k_{\text{obs}} = \frac{k_{\text{inact}} \cdot [I]}{K_I \cdot [I]}$$

Alternatively, if the individual data have not been normalized for the spontaneous loss of CYP activity, such a correction can be applied at this step. In this approach, the control activity in the above equation is always the zero-minute control for the solvent, rather than the solvent control at each time point. The apparent inactivation rate constant for the vehicle control, $k_{\text{obs}[I]=0}$ is then accounted for in the nonlinear regression according to the following equation (124):

$$k_{\text{obs}} + k_{\text{obs}[I]=0} + \frac{k_{\text{inact}} \cdot [I]}{K_I \cdot [I]}$$

These hyperbolic equations are analogous to the Michaelis-Menten equation. Nonlinear regression is preferable to the method proposed in the 1960s by Kitz and Wilson, which necessitates a double-reciprocal linear transformation of the data (analogous to a Lineweaver-Burk plot) that can bias the estimates of $k_{\text{inact}}$ and $K_I$.

d. Evaluation of MI complex formation. The formation of MI complexes can be followed spectrophotometrically based on formation of an ~455-nm absorbing chromophore. In such an experiment, recombinant human CYP enzymes are usually the system of choice so that high concentrations of the CYP enzyme in question are achieved. Alternatively, if an individual human liver microsomal sample with very high levels of the CYP enzyme in question is available, this test system can also be used. The microsomes are diluted in 50 mM potassium phosphate (pH 7.4) or another appropriate buffer and divided

CYP2C8 activity. This procedure diluted the microsomes to 0.01 mg/mL and diluted gemfibrozil glucuronide to one-tenth its original concentration to minimize any direct inhibitory effects on CYP2C8. The incubations were then continued for two minutes to allow for conversion of paclitaxel to 6α-hydroxypaclitaxel. A short incubation with paclitaxel was used to minimize additional inactivation of CYP2C8 when measuring residual CYP2C8 activity. The data are plotted with incubation time on the x axis and enzymatic rates on the y axis. Subsequently, for each inhibitor concentration, the pre-incubation time (x axis) was plotted against the natural log of the percentage of remaining enzyme activity (y axis) (middle graph). The inhibitor concentration was then plotted against the initial rates of inactivation of the enzyme (negative slope of the lines in the middle graph). Nonlinear regression was then performed as described in the text (bottom graph).
equally between the sample and reference cuvettes to give approximately 0.2 to 1.0 nmol P450/mL. Baseline scans are recorded from 380 to 520 nm. The drug candidate is then added to the sample cuvette in 10 μL at a concentration known to produce maximal inhibition of the CYP enzyme. A corresponding volume of the solvent is added to the reference cuvette (another scan at this stage may reveal formation of a type I, type II, or reverse type I spectrum). The reaction is initiated with NADPH, which is added to both cuvettes to give a final concentration of 1 mM. Continuous scans (e.g., from 380 to 520 nm) are then recorded every minute or so for up to 30 minutes or more, depending on the spectral changes observed. The absorbance increase at approximately 455 nm, which is indicative of MI complex formation, can be used to estimate the amount of CYP complexed based on an extinction coefficient of 65 (mM⁻¹·cm⁻¹).

Positive controls should be used whenever possible. Figure 6 shows the MI complex spectra recorded when troleandomycin (50 μM) was incubated with NADPH-fortified human liver microsomes. Some MI complexes produce two absorbance maxima, one at approximately 455 nm [due to a complex with ferrous (Fe²⁺) iron] and one at ~430 nm [due to a complex with ferric (Fe³⁺) iron]. The ratio of these absorbance maxima is pH-dependent: alkaline conditions favor the 455-nm chromophore and acidic conditions favor the 430-nm chromophore.

e. Evaluation of covalent binding. Several methods have been developed to investigate the covalent binding of drug candidates to microsomal protein. The method used in our laboratory relies on the use of radiolabeled compound and is based on the method described by Munns et al. (125). To evaluate the ability of a drug candidate to bind covalently to protein, human liver microsomes (e.g., 2 mg protein/mL) are incubated at (37 ± 1)°C in 1-mL incubation mixtures containing potassium phosphate (50 mM, pH 7.4), MgCl₂ (3 mM), EDTA (1 mM), and a mixture of labeled and unlabeled candidate drug solution at varying concentrations in the presence and absence of an NADPH-generating system. Incubation times should be chosen to maximize binding (e.g., 30 to 120 minutes or more). Reactions are stopped at the designated time by the addition of 1 mL of 2% (w/v) sodium dodecyl sulfate (SDS) to solubilize the microsomal membrane (to reduce nonspecific binding). Protein is then precipitated by the addition of 4 mL ice-cold acetone. Samples are kept on ice for 30 to 120 minutes, and then centrifuged at 920 × g for 10 minutes at 4°C to recover precipitated protein, and the amount of radioactivity in the supernatant fraction (1-mL aliquot) is determined by liquid scintillation counting. A 1-mL aliquot of supernatant fraction may be retained and stored at −80°C for potential future analysis. Precipitated protein is redissolved in 1 mL of 1% (w/v) SDS, followed by the addition of 4 mL of 1:2 (v/v) chloroform: methanol and a 30- to 60-minute incubation on ice to reprecipitate the protein. Precipitated protein is removed by centrifugation as above, after which the
supernatant fraction is analyzed by liquid scintillation counting. The precipitated protein (the protein pellet) is then washed three times with neat methanol to remove traces of unbound drug candidate, with each wash step being followed by centrifugation at $920 \times g$ for 10 minutes at $4^\circ C$ [and by analysis of each supernatant (wash) fraction by liquid scintillation counting]. Following the methanol washes, additional extraction procedures with water or hexane may be performed to evaluate the ability of different solvents to remove unbound radioactivity from the precipitated protein. Following the final wash, the protein is redissolved in 2 mL of 4 M urea containing 1% (w/v) SDS and a 1-mL aliquot is then analyzed by liquid scintillation counting. A second 1-mL aliquot is used to determine the final protein concentration of each sample using a bicinchoninic acid protein assay kit. Values (bound radioactivity) from zero-time incubations are used to correct for nonspecific binding, and values from zero-cofactor incubations are used to correct for binding not mediated by CYP (or other NADPH-dependent mechanisms).

The general method described above can be combined with other techniques to further evaluate covalent binding of candidate drugs to CYP enzymes. For instance, the precipitated, washed protein can be heated for five minutes at $90^\circ C$ and reconstituted with a loading buffer and subjected to SDS-PAGE (e.g., 10% polyacrylamide), as described for the binding of halothane to human liver microsomes (126). The gel can be stained with Coomassie Blue to locate proteins and then desiccated. The desiccated gel is then exposed to an appropriate film (e.g., Hyperfilm-βmax) and autoradiography is conducted for several days or even weeks to establish which protein or proteins are bound with radioactive material. In some cases it may also be possible to conduct in-gel proteolysis and LC/MS/MS to identify the specific protein to which the radioactive drug has become covalently attached.

**D. Interpretation of CYP Inhibition Results**

The primary goal of definitive in vitro CYP inhibition studies is to establish whether a drug can inhibit one or more major drug-metabolizing CYP enzymes in human liver, in order to assess the potential for clinically relevant drug-drug interactions. The importance of drug-drug interactions that contribute to adverse drug events (ADEs) cannot be understated given that Lazarou et al. estimated that, in 1994, over 2 million hospitalized patients had serious ADEs and 106,000 had fatal outcomes, which places ADEs (from all causes) only behind heart disease, cancer, stroke, and pulmonary disease as a leading cause of death (127). If there is little or no in vitro inhibition of CYP enzymes in a properly designed CYP inhibition study, at concentrations that are 10- to 100-fold higher than the known in vivo plasma concentrations, the interpretation is generally accepted to be straightforward (i.e., there will be no clinically significant CYP inhibition). However, as is discussed below, false negatives can occur. This is especially
onerous considering that a negative result from an in vitro CYP inhibition study is often the basis for deciding not to conduct a clinical drug-drug interaction study. Furthermore, such negative results can appear in the labeling for the drug stipulating, a lack of inhibition of a given CYP enzyme. When substantial inhibition of one or more CYP enzymes is observed, this information must be put into context in order to make appropriate decisions about which clinical drug-drug interaction studies to conduct or even whether the drug should be developed further. Such decisions are based on in vitro to in vivo extrapolations. Great strides have been made in recent years in the quantitative prediction of metabolic drug interactions involving direct inhibition of CYP enzymes, which is the topic of chapter 12. Mechanism-based inhibition can complicate attempts to predict the clinical outcome, which is the topic of chapter 11. Although the FDA’s recent draft guidance notes that “quantitative predictions of in vivo drug-drug interactions from in vitro studies are not possible,” a rank-order approach can be used to prioritize clinical evaluations of drug-drug interactions.

1. FDA Perspective on Direct Inhibition

The FDA has adopted a conservative approach to interpreting in vitro CYP inhibition data given that there is often uncertainty regarding the concentration of drug at the enzyme’s active site and the extent of first-pass drug metabolism (presystemic clearance). The FDA further acknowledges that an experimentally determined $K_i$ value may vary with incubation conditions and individual drugs due to factors such as nonspecific binding of the drug to protein or other incubation components. Because of these uncertainties, the FDA recommends that $[I]/K_i$ values be calculated with $[I]$ representing the mean $C_{\text{max}}$ value at steady state for total drug (i.e., bound plus unbound) determined after the highest proposed clinical dose and that the results be interpreted as follows:

- $[I]/K_i > 1.0$: Clinically significant inhibition is probable.
- $[I]/K_i = 0.1$ to 1.0: Clinically significant inhibition is possible.
- $[I]/K_i < 0.1$: Clinically significant inhibition is unlikely.

When the value of $[I]/K_i$ is $> 1.0$, an in vivo drug-drug interaction study is recommended. If the value is $< 0.1$, the likelihood of an interaction is “remote” and an in vivo drug-drug interaction study may not be necessary (1,2). Given the fact that a negative result in an in vitro CYP inhibition study can potentially allow a drug to be marketed without the conduct of in vivo CYP-based drug-drug interaction studies, great care should be taken to avoid false negatives. It is partially for this reason that some pharmaceutical companies routinely choose to have definitive GLP-compliant CYP inhibition studies performed for lead compounds even though the FDA does not require that in vitro studies be conducted in a strict GLP-compliant manner (20). The details on experimental design in section II.C
Illustrated how to avoid false negatives in CYP inhibition studies and how to obtain reliable measurements of a drug candidate’s inhibitory potential.

When a drug’s clearance is completely dependent on a single CYP enzyme (i.e., \( f_{\text{m(CYP)}} = 1.0 \)), an \([I/K_i]\) ratio of 0.1 would theoretically result in only a 10% increase in AUC of that drug due to inhibition of the relevant CYP enzyme. Therefore, this criterion for possible exclusion from a clinical drug-drug interaction study is more conservative than the upper limit of the bioequivalence goalpost of 125% (see “Introduction”). In actual practice, it is uncommon to encounter a drug with an \( f_{\text{m(CYP)}} = 1.0 \). For instance, the CYP2C9 substrates tolbutamide and \( S \)-warfarin have \( f_{\text{m(CYP)}} \) values of 0.78 and 0.91, respectively, whereas the \( f_{\text{m(CYP)}} \) values for the CYP2C19 substrate omeprazole, the CYP2D6 substrate desipramine, and the CYP1A2 substrate theophylline are 0.87, 0.9, and 0.8, respectively (119). The CYP3A4 substrates buspirone, lovastatin, and simvastatin have reported \( f_{\text{m(CYP)}} \) values of 0.99 (128), but only the CYP2C19 substrate, \( S \)-mephenytoin, is considered to have an \( f_{\text{m(CYP)}} \) value of 1.0 (119) (although even \( S \)-mephenytoin is eventually eliminated in CYP2C19 PMs). The CYP2D6 substrate dextromethorphan is also estimated to have an \( f_{\text{m(CYP)}} \) value of 1.0 based on the dextromethorphan/dextrorphan ratio, meaning that, for all practical purposes, CYP2D6 is the only enzyme that catalyzes the \( O \)-demethylation of dextromethorphan to dextrorphan (119). If a drug that was determined to be a CYP2C9 inhibitor with an \([I/K_i]\) value of 0.1 were coadministered with tolbutamide (\( f_{\text{m(CYP)}} = 0.78 \)), the inhibitory drug would theoretically cause only a nominal increase in tolbutamide AUC (i.e., approximately 7.6%), assuming that no other pathways of elimination were concurrently affected (e.g., renal clearance). More than twice this modest increase in tolbutamide exposure is obtained when normal doses of the OTC H2-receptor antagonist, cimetidine, are coadministered with tolbutamide, which is deemed acceptable even though this small interaction is associated with mild adverse effects in some patients (e.g., increased hunger and lethargy) (129). However, the FDA is rightly concerned about the possibility of in vitro false negatives from a perspective of public safety and has illustrated this possibility with a review of several NDAs, some of which showed that the actual magnitude of the in vivo interaction was grossly underpredicted by the in vitro evaluation. In some cases, such as fluvoxamine, the cause of the underestimation is not known (130). In other cases, in vitro results underestimate clinical outcomes because the clinical interaction involves transporter-mediated interactions (131) or, in the case of the interaction between gemfibrozil and cerivastatin, partly because CYP inhibition is caused by a metabolite formed by glucuronidation, not by CYP-dependent metabolism (11).

Drug candidates examined for their potential to inhibit CYP enzymes in vitro may inhibit multiple CYP enzymes with estimated \([I/K_i]\) values greater than the “cut-off value” of 0.1. In such situations, to minimize the conduct of many
unnecessary clinical drug-drug interaction studies, the FDA notes that “although quantitative predictions of in vivo drug-drug interactions from in vitro studies are not possible, rank order across the different CYP enzymes for the same drug may help prioritize in vivo drug-drug interaction evaluations” (1,2). With this approach, an investigator would identify the enzyme that is most potently inhibited in vitro (with an [I]/Ki value > 0.1) and conduct a clinical drug-drug-interaction study with a selective in vivo probe substrate for that enzyme. If there were a significant interaction (i.e., a significant increase in exposure to the probe substrate), then the next most potently inhibited enzyme would be examined in vivo, and so on. Criteria have not yet been developed to guide decision making as to when the next most potently inhibited enzyme does not need to be examined in vivo. For instance, if CYP2C9 and CYP2D6 were inhibited in vitro with [I]/Ki values of 0.16 and 0.14, respectively, and if a subsequent in vivo study established there was no clinically significant inhibition of CYP2C9, the question may remain as to whether a clinical study for CYP2D6 interactions would be required. Industry perspectives on the rank-order approach have been published, which attempt to define criteria that ultimately prevent false negatives (119,120). These perspectives on the rank-order approach will be covered in detail in section II.D.3.

2. Interpretation of Metabolism-dependent Inhibition

A number of methods to predict in vivo inhibition from quasi-irreversible or irreversible inhibition have been reported, including the following equation which relates changes in substrate AUC (AUCi-to-AUCui ratio) to the fraction of dose metabolized by the inhibited enzyme:

\[
\frac{AUC_i}{AUC_{ui}} = \frac{1}{f_{m(CYP)}}/(1 + k_{inact} \cdot [I]/K_i \cdot k_{deg}) + (1 - f_{m(CYP)})
\]

where [I] is the in vivo inactivator concentration, k_inact and K_i are the kinetic parameters (as described earlier), f_m(CYP) represents the fraction of total clearance of the victim drug to which the affected CYP enzyme contributes, and k_deg is the first-order rate constant of in vivo degradation of the affected enzyme (124). Note that various “surrogate” concentrations can be used for [I]. The estimated C_{max,u,inlet} (estimated unbound steady-state C_{max} at the inlet to the liver) can be used in this equation in an attempt to approximate the actual unbound concentration in the liver, as described by Kanamitsu et al. (132). The estimated C_{max,u,inlet} is higher than the unbound systemic concentration, but less than the total systemic concentration. This relationship relies on certain assumptions including (1) the conditions of the well-stirred pharmacokinetic model are met, (2) the substrate exhibits linear pharmacokinetics and is metabolized only in the liver, and (3) the complete absorption from the gastrointestinal tract occurs (123). The rate of enzyme degradation has a dramatic
impact on the predictions made from this equation. These values are difficult
to determine in humans. Approximate estimates of the rate of CYP3A4
degradation have ranged from 14 to 35 hours (derived from various rat or
Caco-2 cells). The rate of human CYP3A4 degradation has also been estimated
in vitro from liver slices, and in vivo based on the rate of return to basal activity
following induction by either carbamazepine, ritonavir, or rifampin in clinical
studies. The clinical studies reflected significant interindividual variability,
with estimates of CYP3A4 half-life ranging from approximately one to six
days (i.e., $k_{deg} = 0.00008 \text{ to } 0.0005 \text{ min}^{-1}$) and an average value of three days
(i.e., $0.00016 \text{ min}^{-1}$), which is consistent with an estimate from liver slices of
79 hours (128). The $k_{deg}$ for intestinal CYP3A4 has been estimated to be
$0.000481 \text{ min}^{-1}$ following recovery after inactivation by grapefruit juice (124).
CYP3A5 appears to have a shorter half-life (e.g., 35 hours for CYP3A5 in liver
slices) (128). The $k_{deg}$ for CYP2D6 has been estimated to be $0.000226 \text{ min}^{-1}$
based on the rate of return to baseline CYP2D6 activity after discontinuation of
paroxetine (20 mg/day for 10 days) (124). The $k_{deg}$ for CYP1A2 has been
estimated to be $0.000296 \text{ min}^{-1}$ based on the time course of deinduction fol-
lowing smoking cessation (124).

As is the case for direct inhibition, the FDA takes a conservative stance
on interpreting time-dependent inhibition. The FDA states that “any time-
dependent and concentration-dependent loss of initial product formation rate
indicates mechanism-based inhibition” and that this finding should be followed
up with human in vivo studies (1,2).

3. The Rank-Order Approach

Although a proven method to consistently predict drug-drug interactions in a
quantitative manner from in vitro studies has not been rigorously validated to
date, a properly designed in vitro CYP inhibition study should at least establish
which CYP enzymes are more affected than others. This assumption is made
because any in vivo phenomena that can lead to discrepancies between in vitro
and in vivo data (e.g., active hepatic uptake, free fraction, etc.) should be the
same for a given drug regardless of the particular CYP enzyme that is affected
(119,120). If these assumptions are true, then clinical drug-drug interaction
studies need only be conducted for the enzymes that are most potently inhibited
in vitro. According to the rank-order approach, if less than a twofold increase in
AUC is observed in the first clinical drug-drug interaction study (which is
conducted with an in vivo marker for the CYP that was most potently inhibited
in vitro), then no further clinical drug-drug interaction studies need to be per-
formed. On the other hand, if $>2$-fold interaction is observed, the next most
potently inhibited CYP enzyme should be examined in vivo and so on until a
clinical study establishes at what point in the rank order there ceases to be
clinically significant CYP inhibition.
To assess whether or not the rank-order of inhibitory potency is the same both in vitro and in vivo, Obach et al. examined data for 21 drugs (119,120). Taking a very conservative approach, the authors found that the rank-order approach worked as expected in 18 of 21 cases. Thus, it would seem that the rank-order approach can be effectively applied, and false negatives avoided, in the vast majority of cases. However, some caution is warranted, and exceptions to the rule will be highlighted below. In the study by Obach et al., three interactions of > 2-fold would have been missed had the rank-order approach been strictly followed, and these were with cimetidine, fluvoxamine, and troleandomycin. For cimetidine, CYP2D6 is the most potently inhibited enzyme in vitro, followed by CYP3A4, CYP2C9, and CYP1A2. A clinical drug-drug interaction study with desipramine as a clinical probe for CYP2D6 showed only a 56% increase in AUC by cimetidine, so the clinical studies would have stopped, thereby missing the ability of cimetidine to cause a reported 120% increase in AUC of the CYP3A4 substrate triazolam. For fluvoxamine, the in vitro inhibitory potency is CYP1A2 > CYP2C19 > CYP2D6 ≈ CYP2C9 > CYP3A4, but the clinical study cascade would have stopped with CYP2D6 (14% increase in desipramine AUC), thereby missing the reported ability of fluvoxamine to cause a 140% increase in the AUC of the CYP3A4 substrate buspirone. In the case of troleandomycin, the in vitro inhibitory potency is CYP3A4 > CYP2C19 > CYP1A2, and the clinically relevant CYP3A4 interaction would be found following the rank-order approach. However, troleandomycin caused only a 26% increase in the AUC of the CYP2C19 substrate omeprazole, which would have resulted in missing the reported 100% increase in AUC of the CYP1A2 substrate, theophylline. In all three cases, however, other clinical drug-drug interaction studies have been performed that demonstrate < 2-fold interactions with either the same or alternative in vivo probe substrates, so these exceptions do not seriously undermine the rank-order approach. It should also be mentioned that when the impact on intestinal CYP3A4 inhibition (discussed further below) by fluvoxamine is taken into account, the fluvoxamine-buspirone interaction can be quantitatively predicted, so the failure of the rank-order approach in this instance may be largely related to the inhibition of intestinal CYP enzymes. Some other reasons for the potential limitations of the rank-order approach, which relies on in vitro hepatic CYP inhibition data, include the following: (1) a metabolite that does not form in routine, in vitro CYP inhibition studies can be present in vivo, leading to a clinically relevant drug-drug interaction and (2) clinically relevant interactions are mediated by one or more transporters.

\[\text{a. Exceptions to the rank-order approach: CYP2C8 inhibition by gemfibrozil glucuronide.}\]

The severe interaction between the antilipemic fibrate, gemfibrozil (perpetrator), and the cholesterol-lowering statin, cerivastatin (victim), which led to the withdrawal of cerivastatin from the market, illustrates the first scenario listed above in which the rank-order approach fails to predict the clinical outcome. On the basis of postmarketing adverse event reports, a labeling
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change highlighting this drug-drug interaction was made in January 1999, approximately 18 months after cerivastatin’s approval in the United States (June 1997). The manufacturer voluntarily withdrew cerivastatin in August 2001, citing 31 deaths in the United States due to rhabdomyolysis (a side effect of statins). Of these deaths, 39% involved concomitant use of cerivastatin with gemfibrozil. Later investigation by the European Agency for the Evaluation of Medicinal Products (EMEA) found 546 worldwide reports of cerivastatin-induced rhabdomyolysis, 55% of which involved concomitant administration of gemfibrozil (8). The EMEA found a total of 99 fatal cases, 36.4% of which involved concomitant administration of cerivastatin with gemfibrozil. The EMEA concluded that this interaction “could not have been predicted based on what is currently known about the metabolism of these drugs” (8).

The metabolism of cerivastatin was relatively well characterized by 2002, as indicated by the final cerivastatin label issued in May 2001: “In vitro studies show that the hepatic CYP enzyme system catalyzes the cerivastatin biotransformation reactions. Specifically, two P450 enzyme sub-classes are involved. The first is CYP2C8, which leads predominately to the major active metabolite, M23, and to a lesser extent, the other active metabolite, M1. The second is CYP3A4, which primarily contributes to the formation of the less abundant metabolite, M1.” On the other hand, the in vitro inhibitory potential of gemfibrozil was not well characterized in 2002, although it was reported by that time that gemfibrozil was a more potent inhibitor of CYP2C9 than CYP2C8 in vitro (133,134). In a subsequent in vitro study, we evaluated gemfibrozil as an inhibitor of several CYP enzymes under similar incubation conditions for all CYP enzymes, and showed that the in vitro rank-order of IC₅₀ values for CYP inhibition by gemfibrozil was CYP2C9 (30 μM) < CYP1A2 (99 μM) ≈ CYP2C19 (100 μM) < CYP2C8 (120 μM) < CYP2B6, CYP2D6, and CYP3A4 (>300 μM) (11). Had the rank-order approach been taken based on these in vitro data, a clinical drug-drug interaction would have been performed first for CYP2C9, which would have tested negative. Co-administration of gemfibrozil with the CYP2C9 substrate warfarin does not increase the plasma concentrations of either R- or S-warfarin (in fact, it actually decreases them slightly) (135). No clinically relevant interactions between gemfibrozil and drugs that are primarily metabolized by CYP1A2 or CYP2C19, the next most potently inhibited CYP enzymes, have been reported. Therefore, based on the rank-order approach, gemfibrozil is predicted not to inhibit CYP2C8. However, contrary to prediction, there have been several reports of clinically significant interactions (i.e., 2- to 8-fold increases in AUC) between gemfibrozil and cerivastatin, repaglinide, rosiglitazone, and pioglitazone, which are predominantly metabolized by CYP2C8, the fourth most potently inhibited CYP enzyme in vitro (9,136–138).

An important clue to explaining why gemfibrozil is a more potent inhibitor of CYP2C9 than CYP2C8 in vitro but is a more potent inhibitor of CYP2C8 than CYP2C9 in vivo was provided by Shitara et al. (10), who demonstrated that gemfibrozil 1-O-β-glucuronide is a more potent inhibitor of CYP2C8 than is
gemfibrozil. These same authors demonstrated that gemfibrozil glucuronide inhibits in vitro the CYP2C8-mediated metabolism of cerivastatin as well as the OATP1B1-mediated uptake of cerivastatin. We later showed that not only is gemfibrozil glucuronide a more potent inhibitor of CYP2C8 than the aglycone, but that it is also a potent irreversible mechanism-based inhibitor of CYP2C8 (11). In simulations of the in vivo effect of gemfibrozil glucuronide based on the $k_{\text{inact}}$ and $K_I$ values determined in vitro, we predicted an 8- to 19-fold increase in the AUC of a concomitantly administered drug whose clearance was 95% dependent on metabolism by CYP2C8, which varied depending on which reported in vivo concentration of gemfibrozil glucuronide was utilized. The AUC ratio for repaglinide, cerivastatin, pioglitazone, and rosiglitazone when coadministered with gemfibrozil, is $\sim 8.0$ (range 5.5–15), 4.4 (range 1.1–8.0), 3.2 (range 2.3–6.5), and 2.3 (range 1.5–2.8), respectively (9,136–138). However, since the fm(CYP2C8) values for these drugs are $< 0.95$, it is likely that mechanisms other than CYP2C8 inhibition are also involved in the interaction.

In the case of gemfibrozil, at least two metabolic events are necessary to observe the clinically significant mechanism-based inhibition of CYP2C8, and the first one does not involve CYP enzymes. First, gemfibrozil must be converted by UGT2B7 (and possibly other UGT enzymes) to the acyl glucuronide (139). This is a reaction that will not normally occur during in vitro CYP inhibition studies with human liver microsomes. However, pretreatment of microsomes with alamethicin (a UGT activator) and inclusion of UDP-glucuronic acid (UDPGA) (the cofactor for UGT enzymes) will allow glucuronidation to occur without altering CYP activity. We demonstrated that such a technique can be used to form the glucuronide of gemfibrozil in human liver microsomal incubations, thus increasing the in vitro inhibitory potency of gemfibrozil toward CYP2C8 (Fig. 15) (11). The next metabolic event is oxidation of gemfibrozil glucuronide by CYP2C8, which is the basis for the mechanism-based inhibition of CYP2C8. This example illustrates that xenobiotic oxidation can occur after conjugation. CYP2C8 has also been found to catalyze the oxidation of two other glucuronides, namely the acyl glucuronide of diclofenac and the 17β-glucuronide of 17β-estradiol (140,141). In both cases, hydroxylation occurs well away from the glucuronide moiety (4’-hydroxylation in the case of diclofenac glucuronide and 2-hydroxylation in the case of estradiol-17β-glucuronide). These examples establish that conjugates can be substrates for further metabolism by CYP enzymes, and that this metabolism can be clinically relevant. In fact, a recent report suggests that direct glucuronidation with subsequent oxidation (and therefore a combination of UGT2B7 and CYP2C8 in humans) may be the major determinants of diclofenac clearance in humans (possibly as high as 75%) and monkeys (>90%), as opposed to earlier in vivo data suggesting that oxidative metabolism is the major determinant (142). Prueksaritanont et al. (142) further note that there are no clinical reports that implicate pharmacokinetic interactions between diclofenac and potent CYP2C9 inhibitors or inducers. Taken together, these observations suggest that the CYP-mediated oxidation of glucuronide metabolites has implications not only for the prediction of in
vivo drug-drug interactions from in vitro data (i.e., gemfibrozil) but also for the prediction of in vivo clearance (i.e., diclofenac). These data further raise the concern that there may be a certain proportion of drugs that are rapidly and directly conjugated in vivo to such an extent that, if administered in high doses (i.e., gemfibrozil is given at 600 mg b.i.d.), inhibition of CYP enzymes by these conjugates may be clinically relevant, and therefore be exceptions to the standard rank-order approach.

b. Exceptions to the rank-order approach: Transporter inhibition by gemfibrozil and its glucuronide. The clinically significant interactions between gemfibrozil and the cholesterol-lowering statin drugs simvastatin and lovastatin illustrate the second scenario listed above in which the rank-order approach fails to predict clinical outcome (i.e., because clinically relevant interactions are mediated by one or more transporters). CYP3A4 is the major enzyme involved in the oxidative metabolism of simvastatin and lovastatin (which is not significantly inhibited by gemfibrozil or its glucuronide), and CYP2C8 does not contribute significantly to

Figure 15 Two-stage activation of gemfibrozil by human liver microsomes in the presence of UDPGA and alamethicin (the glucuronidation step) and then NADPH (the CYP step). Gemfibrozil (30 or 100 μM) was preincubated for 0 or 60 minutes with pooled human liver microsomes (pretreated with alamethicin), UDPGA, and an additional 0 or 30 minutes with NADPH prior to measuring residual CYP2C8 activity. It should be noted that the preincubated samples were diluted 10-fold prior to measuring CYP2C8 activity; hence, the final concentration of gemfibrozil was 10 μM or less. Samples without preincubation served as controls. Values represent the average of triplicate determinations. Abbreviations: UDPGA, UDP-glucuronic acid; CYP, cytochrome P450.
the overall metabolism of these drugs (although it does contribute to the hydroxylation of the acid forms of these drugs to some extent). Most statins have been shown to be substrates for OATP1B1 or one or more other transporters (e.g., OATP1B3, OATP2B1, OAT3, BCRP, MDR1, MRP2 etc.) (143). OATP1B1 in particular mediates the hepatic uptake of the acid form of statins. Gemfibrozil and its glucuronide are known to inhibit this transporter, and accordingly, gemfibrozil (600 mg b.i.d.) increases the AUC of the acid form of simvastatin and lovastatin by two- to threefold. Gemfibrozil also increases the AUC of atorvastatin, pravastatin, rosuvastatin, and pitavastatin, which suggests that OATP1B1 partly mediates these interactions because CYP2C8 plays only a minor role, if any, in the metabolism of these statins (143). Thus, the interactions between gemfibrozil and either simvastatin or lovastatin would not have been found through application of the rank-order approach because neither gemfibrozil nor its glucuronide inhibit CYP3A4 in vitro, so a clinical drug-drug interaction study with a CYP3A4 probe would not have been performed after a negative interaction study with warfarin. The important lesson from this example is that in vitro studies of CYP inhibition will only predict drug-drug interactions that involve CYP inhibition: they will not predict inhibition of other drug-metabolizing enzymes or transporters.

4. Route of Administration and Intestinal First-Pass Metabolism

The discussion above focuses on the rank-order approach for the prevention of false negatives rather than on a quantitative prediction of the in vivo magnitude of CYP inhibition from in vitro data, which will be discussed in greater detail in chapters 11 and 12. However, it is worth mentioning that there are some cases for which the rank-order of CYP inhibition in vitro and in vivo may be identical, but the magnitude of the actual interaction may differ drastically depending on the route of administration of the victim drug. CYP3A4 is the major CYP enzyme expressed in the mucosal enterocytes of the human small intestine, accounting for approximately 80% of the total imunoquantified CYP (144). Some drugs have low oral bioavailability because of extensive first-pass metabolism by CYP3A4 in the intestine (as well as the liver), including cyclosporine, midazolam, verapamil, nifedipine, and tirilazad. When intestinal first-pass metabolism is extensive, concomitantly administered CYP3A4 inhibitors cause a much greater increase in AUC when drugs are administered orally compared with intravenous administration. This process is illustrated by the interactions between either cyclosporine or tirilazad and the CYP3A4 inhibitor, ketoconazole, and between midazolam and either of the CYP3A4 inhibitors, itraconazole or fluconazole. The percent increase in the AUC of these victim drugs when administered orally ranged from 2.5- to 5-fold higher than the increases observed with intravenous dosing (145). Theoretically, the in vivo inhibition of intestinal CYP3A4 could be far greater than that predicted from in vitro \( K_i \) values and plasma inhibitor concentrations if the inhibitor and substrate are administered orally at the same time and if the concentration of the inhibitor in the gut lumen greatly exceeds those in plasma.
III. IDENTIFICATION OF CYP ENZYMES INVOLVED IN A GIVEN REACTION: REACTION PHENOTYPING

The in vitro technique of reaction phenotyping (also known as enzyme mapping) is the process of identifying which enzyme or enzymes are largely responsible for metabolizing a drug candidate (146). Although the experimental approaches described here focus largely on CYP enzymes, similar approaches can be used for other enzyme systems. A description of the experimental approaches to reaction phenotyping is preceded by an overview of the FDA’s and PhRMA’s perspective.

A. Guidelines for In Vitro Reaction Phenotyping Studies

The primary purpose of determining which enzymes are involved in the metabolism of a drug candidate in vitro is to determine its victim potential before advancing a candidate drug to a late stage of development. As noted in the Introduction, several examples of victim drugs have been withdrawn from the market because a single CYP enzyme largely mediates their clearance from the body so that inhibition of that enzyme by a perpetrator drug causes a large increase in the exposure to the victim drug. The development of victim drugs that are largely metabolized by a polymorphically expressed CYP enzyme is often halted during clinical development due to a high incidence of adverse events in PMs. In the United States, perhexilene and debrisoquine did not receive regulatory approval because they caused a high incidence of adverse effects in CYP2D6 PMs. On the other hand, there are very few cases of clinically significant drug-drug interactions related to drug-metabolizing enzymes other than CYP enzymes. Because of this trend, the importance of identifying the major CYP enzymes involved in the metabolism of a drug cannot be understated. Identification of the CYP enzymes involved in a drug’s metabolism can also help predict the impact of CYP polymorphisms on the disposition of the drug. As detailed in the section II, the FDA issued a draft guidance entitled Drug Interaction Studies—Study Design, Data Analysis, and Implications for Dosing and Labeling (2). This guidance document along with the PhRMA perspective (5) provide the industry with a framework for the design of in vitro studies that can elucidate the enzymes involved in the metabolism of a drug or other xenobiotic. These guidelines will be briefly reviewed in the following sections.

1. Regulatory Perspective

The regulatory perspective will be covered in greater detail in chapter 16. This section will briefly highlight the latest recommendations regarding in vitro reaction phenotyping studies provided by the FDA (1–3). The FDA notes that one way to approach such studies is to first determine the metabolic profile of a drug and estimate the relative importance of CYP enzymes. It is recommended that preliminary experiments be conducted with human hepatocytes (or liver slices) followed by LC/MS/MS analysis to directly characterize the metabolites formed, and their relative importance. The relative importance of CYP enzymes
to the formation of such metabolites can then be assessed in microsomes and/or hepatocytes in the presence and absence of NADPH (required for oxidation by CYP enzymes), 1-aminobenzotriazole (ABT) (a broad CYP enzyme inhibitor), and/or pretreatment of microsomes at 45°C to inactivate flavin monooxygenase (FMO). If the results of such preliminary experiments with human-derived systems (in vitro data) or clinical studies (in vivo data) indicate that CYP enzymes contribute significantly to a drug’s clearance (i.e., >25%), then identification of the individual CYP enzymes involved in the metabolism of a drug is necessary, even if oxidative reactions are followed by conjugation. The guidance document also contains a table of preferred and acceptable chemical inhibitors to be used in reaction phenotyping experiments (sec. III.B). The remaining recommendations pertaining to reaction phenotyping studies in the guidance document can be summarized as follows:

1. Pooled human liver microsomes or individual human liver microsomal samples should be used for experiments designed to examine the effects of CYP-selective chemical inhibitors or selective inhibitory antibodies.
2. A bank of at least 10 individual human liver microsomal samples that have each been characterized for the drug-metabolizing CYP enzyme activities should be used for correlation analysis. These enzyme activities should be determined with appropriate marker substrates and experimental conditions. Furthermore, the variation in activity for each CYP among the individual samples should be sufficient to ensure adequate statistical power. Correlation analysis results should be considered as suspect if the regression line is unduly influenced by a single outlying data point or if the regression line does not pass near the origin.
3. Drug concentrations should be based on kinetic experiments whenever possible so that the concentration is \( \leq K_m \) for a given reaction, and the incubations should be carried out under initial rate conditions.
4. Reliable analytical methods should be developed to quantify each metabolite that is produced by the individual CYP enzymes selected for identification.
5. Individual enantiomers of racemic drugs should be investigated separately.
6. Chemical inhibitors should be utilized at concentrations that maintain selectivity for a given CYP enzyme with adequate potency. A range of inhibitor concentrations can be used.
7. If a mechanism-based inhibitor is used, a 15- to 30-minute preincubation period with NADPH should be incorporated.
8. In experiments with recombinant human CYP enzymes, the rate of formation of a metabolite by multiple CYP enzymes does not provide adequate information on the relative importance of the individual pathways.
9. If CYP-selective inhibitory antibodies are used, multiple concentrations should be employed to establish a titration curve.
2. PhRMA Perspective

Major recommendations contained in the PhRMA paper (which add to the FDA documents) as they relate specifically to the design of in vitro reaction phenotyping studies can be summarized as follows:

1. If human metabolism studies with radiolabeled drug have not been performed prior to the conduct of reaction phenotyping studies, the initial experiments should use as “complete” an in vitro test system as possible, depending on the drug (e.g., tissue homogenates, liver slices, hepatocytes, etc.).
2. CYP enzyme reaction phenotyping can be performed with human liver microsomes.
3. Measurement of metabolite formation is preferred over substrate-depletion approaches, and linearity with incubation time and protein must be ensured.
4. If human in vivo concentrations of the test drug are not known, the substrate concentration should be $< K_m$.
5. The CYP enzymes of major or emerging importance include CYP1A2, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, CYP3A4, and CYP3A5. Reaction phenotyping should be applied to these enzymes depending on the class of the drug, but should be applied to the major enzymes at a minimum (i.e., CYP1A2, CYP2C9, CYP2C19, CYP2D6, and CYP3A4).
6. Determining $K_m$ values with recombinant human CYP enzymes can be used to differentiate high and low affinity enzymes involved in the metabolism of a drug candidate.
7. If one or more major circulating metabolites contribute significantly to the pharmacological action of a drug or if there are safety issues associated with such metabolites, reaction phenotyping for the individual metabolites should be considered.

B. Multiple Approaches to CYP Reaction Phenotyping

Four in vitro approaches have been developed for CYP reaction phenotyping. Each has its advantages and disadvantages, and each approach can provide incomplete or, on occasion, very misleading information. Therefore, a combination of approaches is highly recommended to identify which human CYP enzyme or enzymes are responsible for metabolizing a drug candidate. The four approaches to reaction phenotyping are:

1. Correlation analysis, which involves measuring the rate of xenobiotic metabolism by several samples of human liver microsomes and correlating reaction rates with the variation in the level or activity of the individual CYP enzymes in the same microsomal samples. This approach is successful because the levels of the CYP enzymes in human liver microsomes vary enormously from sample to sample (up to 100-fold), but
with judicious selection of individual samples, they can vary independently from each other.

2. Chemical inhibition, which involves an evaluation of the effects of known CYP enzyme inhibitors on the metabolism of a drug candidate by human liver microsomes. Chemical inhibitors of CYP must be used cautiously because most of them can inhibit more than one CYP enzyme and some chemicals can inhibit one enzyme but activate another. Some chemical inhibitors are mechanism-based inhibitors that require biotransformation to a metabolite that inhibits or inactivates CYP.

3. Antibody inhibition, which involves an evaluation of the effects of inhibitory antibodies against selected CYP enzymes on the metabolism of a drug candidate by human liver microsomes. Because of the ability of antibodies to inhibit selectively and noncompetitively, this method alone can potentially establish which human CYP enzyme is responsible for metabolizing a drug candidate. Unfortunately, the utility of this method is limited by the availability of specific inhibitory antibodies.

4. Metabolism by purified or recombinant (cDNA-expressed) human CYP enzymes, which can establish whether a particular CYP enzyme can or cannot metabolize a drug candidate, but it does not address whether that CYP enzyme contributes substantially to reactions catalyzed by human liver microsomes. The information obtained with purified or recombinant human CYP enzymes can be improved by taking into account large differences in the extent to which the individual CYP enzymes are expressed in human liver microsomes, which is summarized in Table 8, and by determining the

Table 8  Concentration of Individual P450 Enzymes in Human Liver and Intestinal Microsomes

<table>
<thead>
<tr>
<th>CYP enzyme</th>
<th>Liver Specific content (pmol/mg protein)</th>
<th>Intestine Specific content (pmol/mg protein)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CYP1A2</td>
<td>Source (1) 52</td>
<td>Source (2) 45</td>
</tr>
<tr>
<td>CYP2A6</td>
<td>Source (1) 36</td>
<td>Source (2) 68</td>
</tr>
<tr>
<td>CYP2B6</td>
<td>Source (1) 11</td>
<td>Source (2) 39</td>
</tr>
<tr>
<td>CYP2C8</td>
<td>Source (1) 24</td>
<td>Source (2) 64</td>
</tr>
<tr>
<td>CYP2C9</td>
<td>Source (1) 73</td>
<td>Source (2) 96</td>
</tr>
<tr>
<td>CYP2C18</td>
<td>Source (1) 1</td>
<td>Source (2) &lt;2.5</td>
</tr>
<tr>
<td>CYP2C19</td>
<td>Source (1) 14</td>
<td>Source (2) 19</td>
</tr>
<tr>
<td>CYP2D6</td>
<td>Source (1) 8</td>
<td>Source (2) 10</td>
</tr>
<tr>
<td>CYP2E1</td>
<td>Source (1) 61</td>
<td>Source (2) 49</td>
</tr>
<tr>
<td>CYP3A4</td>
<td>Source (1) 155</td>
<td>Source (2) 108</td>
</tr>
<tr>
<td>CYP3A5</td>
<td>Source (1) 68</td>
<td>Source (2) 1.0</td>
</tr>
<tr>
<td>Total</td>
<td>Source (1) 503</td>
<td>Source (2) 534</td>
</tr>
</tbody>
</table>

Source: (1) from Refs. 218, 219; (2–4) are from Ref. 193; (5) is from Ref. 144.
in vitro intrinsic clearance ($V_{\text{max}}/K_m$) of the drug candidate by each recombinant enzyme, which can be used to predict the contribution of each enzyme to metabolism of the drug candidate by human liver microsomes. The commercially available recombinant human CYP enzymes include some that are not expressed in human liver microsomes. For example, CYP1A1 and CYP1B1 are often included in a panel of recombinant CYP enzymes for reaction phenotyping even though these enzymes are expressed at such low levels in human liver microsomes that they do not contribute significantly to the hepatic metabolism of drugs. However, they may contribute to their metabolism in extrahepatic tissues. Other CYP enzymes are expressed in some but not all livers. For example, CYP3A5 is expressed in $\sim 25\%$ of human livers from Caucasian donors.

A combination of at least three approaches (correlation analysis, recombinant human CYP enzymes, and either chemical or antibody inhibition) is highly recommended to identify which human CYP enzyme or enzymes are responsible for metabolizing a drug candidate.

C. Stepwise Method for Reaction Phenotyping

1. Step 1
   a. Selecting the appropriate in vitro test system. The two factors that frequently compromise a reaction phenotyping study are (1) the inappropriate selection of the in vitro test system and (2) the use of an inappropriate concentration of substrate (drug candidate), which is discussed in the next section.

   Before conducting a CYP reaction phenotyping study, it is important to evaluate whether the disposition of the drug candidate is likely to be determined by its rate of oxidative metabolism by CYP enzymes. With the advent of combinatorial chemistry and high-throughput screening procedures, the selection of drug candidates is often biased against their interaction with CYP. Drug candidates are often selected for (1) good aqueous solubility and/or a high rate of dissolution in aqueous media, (2) their metabolic stability when incubated with NADPH-fortified human liver microsomes, and (3) their lack of inhibitory effect on CYP2D6 and CYP3A4 or possibly all the major drug-metabolizing CYP enzymes (CYP1A2, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, and CYP3A4). Drug candidates that emerge from this selection process often contain exposed functional groups that can be metabolized by conjugating enzymes or other non-CYP enzymes. In such cases, a reaction phenotyping study designed to elucidate the role of CYP enzymes in the metabolism of the drug candidate may not produce clinically meaningful results.

   The lipophilicity of the drug candidate is informative because drug candidates with a log $D_{7.4}$ greater than 1 are likely to require biotransformation to more polar metabolites to facilitate their elimination in urine or bile. The chemical structure of the drug candidate provides important information on the potential for enzymes other than CYP to be involved in its metabolism. Table 9 shows a variety
<table>
<thead>
<tr>
<th>Chemical group</th>
<th>Enzyme(s)</th>
<th>Reaction(s)</th>
<th>Chemical group</th>
<th>Enzyme(s)</th>
<th>Reaction(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkane R—CH₂—R</td>
<td>CYP</td>
<td>Hydroxylation, dehydrogenation</td>
<td>Aldehyde R—CH=CH₂</td>
<td>CYP, ALDH</td>
<td>Oxidative deformylation, oxidation to carboxylic acid</td>
</tr>
<tr>
<td>Alkene R=C=C—R</td>
<td>CYP, GST</td>
<td>Epoxidation, glutathione adduct formation</td>
<td>Amide R—C—NH—R</td>
<td>Amidase (esterase)</td>
<td>Hydrolysis</td>
</tr>
<tr>
<td>Alkyne R—C≡C—R</td>
<td>CYP</td>
<td>Oxidation to carboxylic acid</td>
<td>Aniline R—NH₂</td>
<td>CYP, NAT, UGT, peroxidase, SULT</td>
<td>N-Hydroxylation, N-acetylation, N-glucuronidation, N-oxidation, N-sulfonation</td>
</tr>
<tr>
<td>Aliphatic alcohol R—CH₂—OH</td>
<td>CYP, ADH, catalase, UGT, SULT</td>
<td>Oxidation, glucuronidation and sulfonation</td>
<td>Aromatic azaheterocycles</td>
<td>UGT, CYP, aldehyde oxidase</td>
<td>N-Glucuronidation, hydroxylation, N-oxidation, ring cleavage, oxidation</td>
</tr>
<tr>
<td>Aliphatic amine R—NH₂</td>
<td>CYP, FMO, MAO, UGT, SULT, MT, NAT, peroxidase</td>
<td>N-Dealkylation, N-oxidation, deamination, N-glucuronidation, N-carbamoyl glucuronidation, N-sulfonation, N-methylation, N-acetylation</td>
<td>Carbamate R—NH—C—O—R</td>
<td>CYP, esterase</td>
<td>Oxidative cleavage, hydrolysis</td>
</tr>
<tr>
<td>Chemical Group</td>
<td>Enzyme(s)</td>
<td>Reaction(s)</td>
<td>Chemical Group</td>
<td>Enzyme(s)</td>
<td>Reaction(s)</td>
</tr>
<tr>
<td>---------------</td>
<td>-----------</td>
<td>-------------</td>
<td>---------------</td>
<td>-----------</td>
<td>-------------</td>
</tr>
<tr>
<td>Amidine ( \text{HN} = \text{CR} - \text{NH}_2 )</td>
<td>CYP</td>
<td>N-Oxidation</td>
<td>Ester ( \text{R} - \text{CH}_2 - \text{O} - \text{C} - \text{R} )</td>
<td>CYP, esterase</td>
<td>Oxidative cleavage, hydrolysis</td>
</tr>
<tr>
<td>Arene ( \text{R} )</td>
<td>CYP</td>
<td>Hydroxylation and epoxidation</td>
<td>Ether ( \text{R} - \text{CH}_2 - \text{O} - \text{CH}_2 - \text{R} )</td>
<td>CYP</td>
<td>O-Dealkylation</td>
</tr>
<tr>
<td>Carboxylic acid ( \text{R} - \text{COOH} )</td>
<td>UGT, Amino acid transferases</td>
<td>Glucuronidation, amino acylation</td>
<td>Ketone ( \text{R} - \text{CH}_2 - \text{C} - \text{R} )</td>
<td>CYP, SDR, AKR</td>
<td>Baeyer-Villiger oxidation, reduction</td>
</tr>
<tr>
<td>Epoxide ( \text{R}^1 - \text{O} - \text{R}^2 )</td>
<td>Epoxide hydrolase, GST</td>
<td>Hydrolysis, glutathione adduct formation</td>
<td>Phenol</td>
<td>CYP, UGT, SULT, MT</td>
<td>Ipso-substitution, glucuronidation, sulfonation, methylation</td>
</tr>
<tr>
<td>Lactone ( \text{O} - \text{C} = \text{O} )</td>
<td>Lactonase (paraoxonase)</td>
<td>Hydrolysis (ring opening)</td>
<td>Thioether ( \text{R} - \text{CH}_2 - \text{S} - \text{CH}_2 - \text{R} )</td>
<td>CYP, FMO</td>
<td>S-Dealkylation, S-oxidation</td>
</tr>
</tbody>
</table>

**Abbreviations:** ADH, alcohol dehydrogenase; ALDH, aldehyde dehydrogenase; AKR, aldo-keto reductases; GST, glutathione S-transferase; MT, methyltransferase; SDR, short-chain dehydrogenases/reductases; SULT, sulfotransferase; UGT, UDP-glucuronosyltransferase.

**Source:** Adapted from Ref. 146.
of chemical groups (but by no means all the chemical groups present in drug candidates) together with the enzymes that are typically involved in their metabolism. From Table 9 it is apparent that CYP enzymes can metabolize a very wide variety of functional groups. However, drug candidates with such functional groups as an ester, amide, or lactone may undergo hydrolysis whereas UGT, sulfotransferases (SULT), and other conjugating enzymes may directly conjugate those drug candidates containing such functional groups as a primary, secondary, or tertiary amine (R-NH₂, R₁R₂-NH, and R₁R₂R₃-N), an aliphatic hydroxyl group (an alcohol, R-OH), an aromatic hydroxyl group (phenol, R-OH), a free sulfhydryl group (R-SH), or a carboxylic acid (R-COOH).

Even when a drug candidate undergoes extensive metabolism by CYP, it is possible that the rate-limiting step in its systemic clearance is receptor-mediated hepatic uptake, not its rate of metabolism by CYP, as in the case of bosentan (Tracleer™) (147). Such drug candidates typically have a high liver-to-plasma ratio (which can be determined in laboratory animals) and their plasma clearance may be impaired by cyclosporine (a broad and potent inhibitor of several hepatic uptake transporters) rather than ABT (an inactivator of most drug-metabolizing CYP enzymes) (147,148). When the structure of a drug candidate leaves some doubt as to whether CYP alone will play the key role in its elimination, the selection of an appropriate in vitro test system can be guided by information on the routes of metabolism of the drug candidate in laboratory animals (and in humans, of course, although information from clinical studies is not always available when reaction phenotyping studies are conducted in the course of drug development). Rats treated with the general CYP inhibitor ABT can provide valuable information on the overall importance of CYP (both hepatic and intestinal) to the disposition of a drug candidate, as demonstrated recently by Strelevitz et al. for midazolam (148). CYP is unlikely to play a major role in the disposition of a drug candidate whose pharmacokinetic profile in rats is unaffected by treatment with ABT. A similar approach can be taken with human hepatocytes: CYP is unlikely to play a major role in the disposition of a drug candidate whose metabolic stability in suspended human hepatocytes is unaffected by a 30- or 60-minute preincubation with 100-μM ABT. The mechanism of CYP inactivation by ABT and experimental approaches to exploit the broad inactivating effect of ABT on most drug-metabolizing CYP enzymes are discussed below (in this section).

Studies with various subcellular fractions are useful to ascertain which enzyme systems are involved in the metabolism of a drug candidate. In the absence of added cofactors, oxidative reactions such as oxidative deamination that are supported by mitochondria or by liver microsomes contaminated with mitochondria membranes (as is the case with microsomes prepared from frozen liver samples) are likely catalyzed by monoamine oxidase (MAO), whereas oxidative reactions supported by cytosol are likely catalyzed by aldehyde oxidase and/or xanthine oxidase (a possible role for these enzymes in the metabolism of
A drug candidate can be deduced in large part from the structure of the drug candidate.

Aldehyde oxidase is a molybdozyme present in the cytosolic fraction of liver and other tissues of several mammalian species (149). It catalyzes both oxidation reactions (e.g., aldehydes to carboxylic acids, azaheterocyclic aromatic compounds to lactams) and reduction reactions (e.g., nitrosoaromatics to hydroxylamines, isoxazoles to keto alcohols). In contrast to CYP, aldehyde oxidase does not require a pyridine nucleotide cofactor; hence, it catalyzes reactions without the need to add a cofactor. In general, xenobiotics that are good substrates for aldehyde oxidase are poor substrates for CYP and vice versa (150). Naphthalene (with no nitrogen atoms) is oxidized by CYP but not by aldehyde oxidase, whereas the opposite is true of pteridine (1,3,5,8-tetraazanaphthalene), which contains four nitrogen atoms. The intermediate structure, quinazolone (1,3-diazanaphthalene) is a substrate for both enzymes. This complementarity in substrate specificity reflects the opposing preference of the two enzymes for oxidizing carbon atoms; CYP prefers to oxidize carbon atoms with high electron density, whereas aldehyde oxidase (and xanthine oxidase) prefers to oxidize carbon atoms with low electron density. Aldehyde oxidase plays an important role in the metabolism of various drugs such as the hypnotic agent zaleplon (151–153), the antiepileptic agent zonisamide (154), and the antipsychotic agent ziprasidone (155). Thus, it is important to evaluate whether the metabolism of a drug is catalyzed only by CYP enzymes or if non-CYP enzymes such as aldehyde oxidase are also involved. If the latter is the case, it is useful to assess the relative contribution of CYP enzymes and non-CYP enzymes. One method to assess the involvement of CYP enzymes in the metabolism of a drug candidate is to incubate the drug candidate with test systems in the presence of ABT.

As a general inactivator of CYP, ABT provides useful information on the role of CYP in the in vitro disposition of a drug candidate. It can also be used in laboratory animals. Recently, ABT was used as an in vivo CYP inhibitor in rats to investigate the role of intestinal and hepatic metabolism in the disposition of midazolam. When rats were treated orally, ABT inhibited both intestinal and hepatic CYP enzymes involved in midazolam metabolism. However, only the hepatic CYP enzymes were inhibited when ABT was administered to rats intravenously (148). The mechanism of CYP inactivation by ABT involves the destruction of the heme moiety by benzyne, as illustrated in Figure 16. Although benzyne would be expected to bind to the heme moiety and inactivate all CYP enzymes, we have observed differential inactivation of CYP enzymes when NADPH-fortified human liver microsomes are incubated for 30 minutes with 2 mM ABT, as shown in Figure 17. Although ABT caused extensive inactivation (>80%) of CYP3A4, CYP1A2, CYP2A6, and CYP2E1, it only caused a 50–60% loss of CYP2C9 activity, and it caused only an ~25% decrease in CYP4A11 activity (unpublished results). Consequently, a reaction that is primarily catalyzed by CYP2C9 may be only partially inhibited by ABT.
Figure 16  Mechanism of inhibition of the CYP enzyme inactivator ABT. Abbreviations: CYP, cytochrome P450; ABT, 1-aminobenzotriazole.

Figure 17  Effect of the CYP inactivator 1-aminobenzotriazole (1-ABT, 2 mM) on CYP activities in human liver microsomes (see text for details).
Typical experimental procedures are as follows: The test drug candidate is incubated with pooled human liver microsomes (e.g., 1 mg protein/mL) that were previously preincubated with ABT (1 or 2 mM) for 30 minutes at (37 ± 1)°C in the presence of an NADPH-generating system. Incubations of the drug candidate in the absence of ABT serve as controls. For hepatocytes, suspensions of freshly isolated or cryopreserved hepatocytes (1 × 10⁶ cells/mL) are preincubated with 100-μM ABT for 30 minutes in 0.25 mL of Krebs-Henseleit buffer or Waymouth’s medium (without phenol red) supplemented with FBS (4.5%), insulin (5.6 μg/mL), glutamine (3.6 mM), sodium pyruvate (4.5 mM), and dexamethasone (0.9 μM) at the final concentrations indicated. After the preincubation, the drug candidate is added to the incubation and the rate of metabolism of the drug candidate is compared in hepatocytes or microsomes with and without ABT treatment. A marked difference in metabolism caused by ABT is evidence that CYP plays a prominent role in the metabolism of the drug candidate.

Like CYP, FMO refers to a family of microsomal enzymes that require NADPH and oxygen (O₂) to catalyze the oxidative metabolism of drugs. Many of the reactions catalyzed by FMO can also be catalyzed by CYP enzymes (150,156). FMO enzymes catalyze N- and S-oxidation reactions but not C-oxidation reactions. Therefore, CYP but not FMO would be suspected of converting a drug candidate to a metabolite whose formation involves aliphatic or aromatic hydroxylation, epoxidation, dehydrogenation, or heteroatom dealkylation (N-, O- or S-dealkylation), whereas both enzymes would be suspected of forming metabolites by N- or S-oxygenation. Therefore, if NADPH-fortified human liver microsomes convert a nitrogen-containing drug candidate to an N-oxide or N-hydroxy metabolite, or if they convert a sulfur-containing drug candidate to a sulfoxide or sulfone, it is advisable to determine the relative contribution of FMO and CYP enzymes.

CYP and FMO enzymes can be distinguished by their differential sensitivity to inactivation with detergent or heat, as illustrated in Figures 18 and 19 for the metabolism of benzydamine, which undergoes N-oxygenation by FMO (to form an N-oxide) and N-demethylation by CYP (principally CYP3A4) to form N-desmethyl-benzydamine. As shown in Figure 18, treatment of human liver microsomes with the nonionic detergent Triton X-100 [final concentration 1% (v/v)] completely abolishes the CYP-dependent N-demethylation of benzydamine but only partially inhibits the FMO-dependent N-oxygenation. The converse is observed with heat inactivation, as shown in Figure 19. Incubating human liver microsomes at 50°C for one or two minutes causes extensive (>80%) loss of FMO activity with little loss (<20%) of CYP activity. Detergent and heat inactivation provide simple means to assess the relative contribution of CYP and FMO enzymes to oxidative reactions catalyzed by NADPH-fortified human liver microsomes. The general CYP inactivator ABT (see Fig. 17) can also be used to distinguish the role of CYP and FMO enzymes to reactions catalyzed by human liver microsomes or hepatocytes. Methimazole has been used to selectively inhibit FMO activity in liver
microsomes, but it can also inhibit CYP enzymes. Recombinant human FMO1, FMO3 [the most active form in human liver microsomes (157)], and FMO5 are commercially available and can be used to ascertain whether FMO enzymes are capable of catalyzing a given reaction.

Another important experimental consideration regarding FMO enzymes is that, in contrast to CYP enzymes, they cannot be inhibited by polyclonal antibodies, even when these antibodies recognize the FMO protein on a Western immunoblot.

b. Selecting the appropriate substrate concentration. CYP reaction phenotyping in vitro is not always carried out with pharmacologically relevant substrate concentrations. As a result, the CYP enzyme that appears to be largely responsible for metabolizing the drug candidate in vitro may not be the CYP enzyme responsible for its metabolism in vivo.

In general, CYP and other drug-metabolizing enzymes tend to catalyze reactions with relatively low affinity (with $K_m$ values in the high micromolar to low millimolar range), as might be expected for enzyme systems with broad substrate specificities. Consequently, in most cases, the concentration of drugs in the plasma or liver is well below the $K_m$ of the enzymes that metabolize them, although there
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are exceptions to this rule. Under these conditions (i.e., \([S] < K_m\)), the rate of drug metabolism conforms to a first-order process so that a constant fraction of the remaining drug is cleared during each unit of time (and the unit of time required to clear 50% of the remaining drug is called half-life). When the substrate concentration exceeds \(K_m\), as happens when someone drinks sufficient alcohol to saturate alcohol dehydrogenase, clearance becomes a zero-order process so that a constant amount of remaining drug, not a constant percentage of remaining drug, is cleared during each unit of time, until such time as the concentration of drug falls below \(K_m\), at which point clearance conforms to a first-order process.

If two kinetically distinct enzymes are involved in a given reaction, there is a high probability that only the high affinity enzyme will contribute substantially to drug clearance (unless the drug is administered at sufficiently high doses to achieve hepatic drug levels that allow even the low affinity enzyme to contribute significantly to metabolite formation). If two kinetically distinct enzymes are involved in a given reaction, the sample-to-sample variation in metabolite formation by a panel of human liver microsomes can be determined at several drug concentrations to identify the enzyme that is more relevant at a given substrate concentrations. For example, the 5-hydroxylation of lansoprazole is mainly catalyzed by two CYP enzymes, CYP3A4 and CYP2C19 (158). At high substrate concentrations (~100 μM) the 5-hydroxylation of lansoprazole by human liver microsomes is dominated by CYP3A4, a low-affinity, high-capacity enzyme. However, at
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pharmacologically relevant concentrations (~1 μM), the 5-hydroxylation of lansoprazole is catalyzed primarily by CYP2C19, as it is in vivo. In the study by Pearce et al. (158), the correlation of CYP2C19 activity with lansoprazole 5-hydroxylation improved dramatically when the substrate concentration was lowered from 125 to 1 μM and, conversely, the correlation of the same activity with CYP3A4 progressively worsened (Fig. 20). The results in Figure 20 underscore an important principle: in vitro reaction phenotyping studies should be conducted with pharmacologically relevant drug concentrations. Unfortunately, in the case of drug candidates, clinical data may not be available; therefore, what constitutes a pharmacologically relevant concentration may not be known.
As a general rule of thumb, PhRMA recommended that for CYP reaction phenotyping the substrate concentration should be selected as follows: (1) if $K_m > C_{\text{in vivo}}$, then the substrate concentration for CYP reaction phenotyping should be $\leq K_m$; (2) if $K_m < C_{\text{in vivo}}$, then the substrate concentration selected should be approximately equal to $C_{\text{in vivo}}$; and (3) if $C_{\text{in vivo}}$ is unknown, then the substrate concentration selected should be $< K_m$. However, when $C_{\text{in vivo}}$ becomes available, it is fully justifiable to reassess the substrate concentration (and perhaps repeat the reaction phenotyping study) (5). It should be noted that these recommendations are based on a determination of $K_m$, and although correct in theory, the determination of $K_m$ can be complicated when two enzymes participate in the formation of the metabolite of interest, one of which is high affinity and low capacity, the other of which is low affinity and high capacity [as in the case of lansoprazole 5-hydroxylation by CYP2C19 and CYP3A4 (Fig. 20)]. The in vitro results tend to be dominated by the latter; hence, the theoretical analysis could erroneously be based on a low-affinity enzyme rather than the high-affinity enzyme that is more likely to be important in vivo. For instance, the interaction between ethinyl estradiol-containing oral contraceptives and antibiotics, such as rifampin, is often attributed to the induction of CYP3A4, which is the major CYP involved in the oxidative metabolism of ethinyl estradiol (e.g., Ortho-Evra \textsuperscript{®} prescribing information, 2005), but several lines of evidence suggest that induction of CYP3A4 is not the predominant mechanism by which rifampin increases the clearance of ethinyl estradiol. First, Li et al. reported that treatment of primary cultures of human hepatocytes with rifampin (33.3 µM) caused up to a 3.3-fold increase in ethinyl estradiol 3-O-sulfate formation (159). Second, CYP3A4 catalyzes the 2-hydroxylation of ethinyl estradiol with a $K_m$ value of approximately 3.4 µM (160), whereas the average plasma concentrations are approximately 1/10,000th of this value. Third, SULTs 1A1, 1A2, 1A3, 1E1, and 2A1 catalyze the 3-O-sulfonation of ethinyl estradiol with $K_m$ values ranging from 6.7 to 4500 nM, nearer the pharmacologically relevant concentrations (161). Finally, it is known that ethinyl estradiol is predominantly excreted in bile and urine as the 3-sulfate and, to a lesser extent, the 3-glucuronide (159), which suggests that 3-sulfonation is the major pathway of ethinyl estradiol metabolism. Taken together, these data suggest that induction of SULTs can be clinically relevant at least for low-dose drugs that can be sulfonated with high affinity.

With absent clinical information to guide the selection of a pharmacologically relevant substrate concentration, it is common practice to conduct reaction phenotyping experiments with 1-µM drug candidate. In most cases, this concentration is below $K_m$, which permits reaction phenotyping studies to be conducted under first order reaction kinetics and to identify, in most cases, the high affinity enzyme responsible for metabolizing the drug candidate. However, some drugs are metabolized by CYP with unusually high affinity. For example, the antimalarial drug candidate DB289 (2,5-bis(4-amidinophenyl)furan-bis-O-methylamidoxime) is metabolized by NADPH-fortified liver microsomes with a $K_m$ of about 0.3 µM.
on the basis of measurements of substrate disappearance (a method that, if anything, leads to an overestimation of $K_m$) or formation of its O-demethylated metabolite M1 (162). Some drugs, such as many of the cholesterol-lowering statins (for which the liver is the therapeutic target) are actively transported into the liver. In some cases, the liver-to-plasma ratio is so high (an order of magnitude or more) that it is questionable whether the levels of drug in the systemic circulation provide a reliable estimate of the hepatic levels available to CYP and other drug-metabolizing enzymes. Finally, most acidic and sulfonamide-containing drugs bind extensively to plasma protein (in many cases their binding to plasma protein exceeds 99%), whereas such drugs do not bind extensively to microsomal protein (presumably because they are repelled by the negatively charged phosphate groups on the phospholipid membrane) (163). These few examples serve to illustrate the issues that can sometimes complicate the selection of a pharmacologically relevant concentration of drug candidate. It is for this reason that experiments with a range of substrate concentrations are conducted in order to determine the kinetic constants $K_m$ and $V_{\text{max}}$, as outlined in section III.C.3. During the course of reaction phenotyping, there is one situation where the concentration of drug candidate is deliberately increased to a high level in order to support the formation of all possible metabolites. This is done to support the development of a suitable analytical method, which is the topic of the next section.

c. Development of the analytical procedure and its validation. A procedure must be developed to measure the rate of formation of metabolites of the drug candidate or possibly the disappearance of substrate (which is less sensitive and incapable of ascertaining whether different enzymes produce different metabolites). This typically involves incubating the appropriate test system with a range of substrate concentrations, some of which are not pharmacologically relevant but which support the formation of metabolites by both low- and high-affinity enzymes. The analysis of metabolites typically involves their chromatographic separation by HPLC with UV-VIS, fluorescent, radiometric, or mass spectrometric detection. Methods that have been developed for the analysis of the parent drug in formulations and blood (to support the analysis of clinical and toxicokinetic samples) are often unsuitable for reaction phenotyping because they are not designed to separate the parent drug from its metabolites, although they do provide a good starting point. The metabolites can be generated by incubating the parent drug with a pool of human liver microsomes in the presence of NADPH or an NADPH-generating system. These preliminary experiments are often conducted with a high concentration of microsomal protein (1–2 mg protein/mL) and drug candidate (1–100 μM) over extended incubation periods (up to 120 minutes) to facilitate the detection of all possible metabolites.

Briefly, liver microsomes (e.g., 1 mg protein/mL) are incubated at $(37 \pm 1)^\circ C$ in 0.25-mL incubation mixtures (final volume, target final pH 7.4) containing potassium phosphate buffer (50 mM), MgCl$_2$ (3 mM), EDTA
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(1 mM), and the drug candidate (e.g., 1, 10, 100 µM) with and without an NADPH-generating system, at the final concentrations indicated. The NADPH-generating system consists of NADP (1 mM), glucose-6-phosphate (5 mM), and glucose-6-phosphate dehydrogenase (1 U/mL). If it is sufficiently water soluble, the drug is added to the incubation mixtures in water. Otherwise, the drug is added to each incubation in methanol [≤1% (v/v)], DMSO [≤0.1% (v/v)], or another suitable organic solvent (at the lowest concentration possible). Provided the drug candidate is not metabolized by non-CYP enzymes that do not require the addition of a cofactor (such as carboxylesterase or MAO), reactions are started by the addition of the NADPH-generating system. If metabolism by non-CYP enzymes occurs, reactions are started by the addition of the drug candidate. Reactions are stopped at designated times (typically up to 60 minutes in the preliminary experiment) by the addition of a stop reagent (e.g., organic solvent, acid, or base). Zero-time, zero-protein, zero-cofactor (no NADPH), and zero-substrate incubations serve as blanks. Precipitated protein is removed by centrifugation (typically 920 g for 10 minutes at 10°C), and an aliquot of the supernatant fraction is analyzed by HPLC or LC/MS/MS.

At this point, it is highly desirable to characterize by LC/MS/MS, the identity of the metabolites formed by NADPH-fortified human liver microsomes (or any other in vitro test system). Metabolite characterization is important to predict the enzyme system involved in a given reaction. For example, if a metabolite is formed by N-oxidation or S-oxygenation, FMO and CYP enzymes may both be involved. Alternatively, if a metabolite is a hydrolysis product of the parent drug, it points to involvement of carboxylesterases, especially if the reaction does not require NADPH. When liver microsomes are prepared from frozen liver tissue, microsomes are contaminated with the outer mitochondrial membrane where MAO activity is localized. MAO catalyzes oxidative deamination of primary, secondary, and tertiary amines. Oxidative deamination of a primary amine by MAO produces ammonia and an aldehyde (R-CH₂-NH₂ + H₂O + O₂ → R-CHO + NH₃ + H₂O₂). Aldehydes are also formed during the N-, S-, and O-dealkylation of drugs by CYP (e.g., R₁-CH₂-NH-R₂ + NADPH₂ + O₂ → R₁-CHO + R₂-NH₂ + NADP + H₂O), although in many cases the dealkylation reaction involves removal of a methyl or ethyl group, which is released as formaldehyde and acetaldehyde, respectively. In contrast to CYP, MAO does not require a pyridine nucleotide cofactor; therefore, if oxidation of an amine to an aldehyde is observed in microsomes, the reaction can likely be attributed to MAO if it proceeds in the absence of NADPH.

Aldehydes can also be formed by the sequential oxidation of a methyl group by CYP: R-CH₃ → R-CH₂OH → R-CH(OH)₂ → R-CHO. Regardless of whether they are formed by MAO or CYP, aldehydes are usually further oxidized to the corresponding carboxylic acid (R-CHO → R-COOH), although in some cases they are reduced to the corresponding alcohol (R-CHO → R-CH₂OH). The conversion of aldehydes to carboxylic acids may be catalyzed by several enzymes including CYP, aldehyde dehydrogenase (present in cytosol and mitochondria), and aldehyde
oxidase (present in cytosol). Therefore, formation of a carboxylic acid metabolite may start with CYP in the microsomal fraction (which generates the aldehyde) but the final step in its formation may require enzymes in other subcellular fractions. Benzylic methyl groups are often converted to carboxylic acids by CYP (as in the case of toluene being converted to benzoic acid). The changes in mass (atomic mass units, or amu) are as follows:

\[ \text{R-CH}_3 \rightarrow \text{R-CH}_2\text{OH}: +16 \text{ amu relative to the parent compound} \]

\[ \text{R-CH}_2\text{OH} \rightarrow \text{R-CHO}: +14 \text{ amu relative to the parent compound} \]

\[ \text{R-CHO} \rightarrow \text{R-COOH}: +30 \text{ amu relative to the parent compound} \]

A metabolite with +16 amu is generally suspected of forming by hydroxylation (or by some other reaction involving the addition of oxygen). However, a metabolite with +14 amu is often suspected of forming by methylation (+CH$_2$), not by a combination of the addition of oxygen (+16) and dehydrogenation (−2). NADPH-fortified human liver microsomes cannot catalyze the methylation of drug candidates (such reactions are catalyzed by cytosolic enzymes in the presence of S-adenosylmethionine). However, methylation can sometimes occur as an artifact when mass spectrometry is conducted in the presence of methanol (164), and [M + 12] adducts can form from condensation reactions with formaldehyde, which is a microsomal metabolite of methanol (165). A metabolite with +30 amu is indicative of either formation of a carboxylic acid metabolite or a combination of hydroxylation (+16) and methylation (+14). Only the former can be catalyzed by NADPH-fortified liver microsomes.

Mass spectrometry is widely used to characterize the structure of metabolites, and many instruments now come equipped with software to assist in this process, based on the fact that certain xenobiotic reactions are associated with discrete changes in mass. For example, the loss of 2 amu signifies dehydrogenation, whereas the loss of 14 amu usually signifies demethylation (−CH$_2$). Several reactions result in an increase in mass, including reduction (+2 amu = 2H), methylation (+14 amu = CH$_2$), oxidation (+16 amu = O), hydration (+18 amu = H$_2$O), acetylation (+42 amu = C$_2$H$_2$O), glucosylation (+162 amu = C$_6$H$_{10}$O$_5$), sulfonation (+80 amu = SO$_3$), glucuronidation (+176 amu = C$_6$H$_8$O$_6$), and conjugation with glutathione (+305 amu = C$_{10}$H$_{15}$N$_2$O$_6$S), glycine (+74 amu = C$_2$H$_4$NO$_2$), and taurine (+107 amu = C$_2$H$_6$NO$_3$S).

Occasionally, routine changes in mass can arise from unexpected reactions. For example, ziprasidone is converted to two metabolites, each of which involves an increase of 16 amu, which normally indicates addition of oxygen (e.g., hydroxylation, sulfoxidation, N-oxygenation). One of the metabolites is indeed formed by addition of oxygen to ziprasidone (sulfoxidation), as shown in Figure 21 (155). However, the other metabolite is formed by a combination of reduction (+2 amu) and methylation (+14 amu). The two pathways can be distinguished
by time-of-flight (TOF) LC/MS/MS analysis, which, in contrast to conventional LC/MS/MS, can distinguish the small difference in mass between the addition of CH₂ and the combination of the addition of oxygen and the loss of two hydrogen atoms. These few examples serve to underscore the point that care must be exercised in interpreting routes of metabolism based on changes in mass.

Mass spectrometry can typically provide information on which region of a molecule has undergone biotransformation, but it can seldom distinguish between several closely related possibilities. For example, based on mass spectrometry alone, it might be possible to ascertain that a certain phenyl group has been hydroxylated. However, analysis by nuclear magnetic resonance (NMR) is required to ascertain whether the hydroxylation occurred at the ortho, meta, or para position.

Once an analytical method (e.g., LC/MS/MS) is established, it is necessary to qualify or validate the procedure from a regulatory GLP perspective. The desired criteria for method validation/qualification include determining the lower and upper LOQ, inter- and intraday precision, specificity of the method, and linearity of the calibration curves (166). Validation/qualification must be performed in the presence of the representative biological matrix that will be used in reaction phenotyping. For CYP reaction phenotyping studies, the matrix of choice is a pool of human liver microsomes (166).

2. Step 2. Effect of Time and Protein

Step 2 involves an assessment of whether metabolite formation is proportional to incubation time and protein concentration under conditions that will be used for subsequent reaction phenotyping experiments. The goal is to establish in vitro

Figure 21 Conversion of ziprasidone to two different metabolites both involving a mass increase of 16 amu. Abbreviation: amu, atomic mass unit. Source: Adapted from Ref. 155.
conditions under which metabolites are formed under initial rate conditions. This procedure also helps establish whether the metabolites formed from the drug candidate are primary metabolites (no lag in formation) or secondary metabolites (lag in formation). For example, dextromethorphan is O-demethylated to dextrorphan by CYP2D6 and N-demethylated to 3-methoxymorphinan by CYP2B6 and CYP3A4 (167–169). Both dextrorphan and 3-methoxymorphinan are N-demethylated and O-demethylated, respectively, resulting in the formation of 3-hydroxymorphinan. In vitro formation of 3-hydroxymorphinan is always preceded by formation of dextrorphan or 3-methoxymorphinan and exhibits a time lag in its formation (170). On occasion, secondary metabolites are produced with no time delay, which may indicate that the primary metabolite is formed slowly by a relatively low-capacity and/or low-affinity enzyme, whereas the secondary metabolite is formed rapidly by a high-affinity and/or high-capacity enzyme. Alternatively, the lack of time delay in the formation of a secondary metabolite may indicate that the primary metabolite is not released from the enzyme active site but is converted immediately to the secondary metabolite. The antiangiogenic compound SU5416 provides an example of such concerted metabolism. A methyl group in SU5416 is hydroxylated by several human CYP enzymes (R-CH₃ → R-CH₂OH) but only CYP1A2 further metabolizes the hydroxymethyl metabolite of SU5416 to the corresponding carboxylic acid (R-CH₂OH → R-COOH). Recombinant CYP1A2 converts SU5416 to the acid metabolite but it does not release the hydroxymethyl metabolite, in contrast to several other CYP enzymes (which form the hydroxymethyl metabolite but not the carboxylic acid). Consequently, although formation of the hydroxymethyl metabolite by a bank of individual samples of human liver microsomes does not correlate well with CYP1A2, formation of the carboxylic metabolite correlates highly with CYP1A2 activity (171).

The experimental design for evaluating the effects of incubation time and protein concentration on metabolite formation is often influenced by the results of the experiments to support the development of an analytical method (described in the preceding section), although the overall design often remains essentially the same. Unless there are reasons to do otherwise, a range of concentrations of the drug candidate (e.g., 1, 10, and 100 µM) is incubated with three concentrations of human liver microsomes (e.g., 0.125, 0.5, and 2.0 mg protein/mL) for a fixed time period (e.g., 0 and 15 minutes). Additionally, the drug candidate (e.g., 1, 10, and 100 µM) is incubated with a single concentration of human liver microsomes (e.g., 0.5 mg protein/mL) for multiple time periods (e.g., 0, 5, 10, 15, 20, 30, 45, 60 minutes). In addition to human liver microsomes and the drug candidate, the incubation mixture contains potassium phosphate (50 mM, pH 7.4), MgCl₂ (3 mM), EDTA (1 mM, pH 7.4), and an NADPH-generating system (1 mM NADP, 5 mM glucose-6-phosphate, and 1 U/mL glucose-6-phosphate dehydrogenase), at the final concentrations indicated. The remaining procedure is identical to that described previously.
If incubating as much as 100-μM drug candidate with liver microsomal protein for 120 minutes in the presence of NADPH results in no detectable metabolite formation, and if incubating as little as 1-μM drug candidate with liver microsomal protein for 120 minutes in the presence of NADPH results in no detectable loss of parent compound, it is reasonable to assume that the drug is minimally metabolized by CYP and FMO enzymes, unless other compelling data (such as in vivo pharmacokinetic data) are available that strongly suggest otherwise, in which case it would be prudent to examine microsomes from small intestine and other extrahepatic tissues as well as investigate the possibility that the drug candidate is metabolized by MAO, aldehyde oxidase, or another non-CYP enzyme.

3. Step 3. Determination of Kinetic Constants ($K_m$ and $V_{max}$)

If the goal of the in vitro study is to derive an estimate of in vitro intrinsic clearance ($V_{max}/K_m$) in order to predict in vivo clearance by a given enzymatic pathway, metabolite formation by the test system (e.g., human liver microsomes or hepatocytes) must be evaluated over a wide range of substrate concentrations. Such experiments must be designed carefully so that $K_m$ and $V_{max}$ are measured under appropriate kinetic conditions. It is important to verify that metabolite formation at all substrate concentrations (especially the lowest substrate concentration) is proportional to incubation time and protein concentration (i.e., that metabolite formation is measured under initial rate conditions). When kinetic parameters are determined with individual samples of human liver microsomes, $V_{max}$ values generally vary enormously from one sample to the next, whereas $K_m$ values remain relatively constant. The sample-to-sample variability in $V_{max}$ values in a bank of human liver microsomes is related directly to the specific content of the given enzyme in the microsomal sample. However, the $K_m$ value (the concentration of the substrate at which the reaction proceeds at one-half the maximum velocity) is independent of the specific content of the enzyme (although it may be seen to vary if those samples with a high $V_{max}$ value result in over metabolism of the substrate so that initial rate conditions are not observed). For example, if the levels of a particular CYP enzyme vary 20-fold in a bank of human liver microsomes, then $V_{max}$ values for a reaction catalyzed by that particular CYP enzyme would also be expected to vary 20-fold. However, $K_m$ values would be expected to remain constant from one sample to the next because $K_m$ is an intrinsic property of an enzyme and, as such, is not dependent on the amount of enzyme present. (A simple analogy will serve to underscore this point. Freezing point is an intrinsic property of liquids. Water, for example, freezes at 0°C, and it does so regardless of the amount of water being frozen, so ice cubes and icebergs freeze at the same temperature.)

Although $K_m$ values would be expected to be constant, there are reports of $K_m$ varying from one sample to the next. When $K_m$ is found to increase with $V_{max}$, it is more than likely that the metabolism of the substrate was not
determined under initial rate conditions. Therefore, sample-to-sample variation in $K_m$ values, particularly when such variation coincides with the variation in $V_{\text{max}}$ values, is usually an experimental artifact. For example, coumarin 7-hydroxylation is catalyzed by CYP2A6 in human liver microsomes and little sample-to-sample variability in the $K_m$ for coumarin 7-hydroxylation was observed, which was approximately 0.5 $\mu$M regardless of whether the microsomal samples had high or low levels of CYP2A6 (112). However, it should be noted that great care was taken to measure initial rates of coumarin 7-hydroxylation. The percentage of substrate converted to 7-hydroxycoumarin ranged from less than 1% to about 15%. It was speculated that reports of higher $K_m$ values for the 7-hydroxylation of coumarin by human liver microsomes, such as a $K_m$ of 10 $\mu$M reported by Yamazaki et al. (172), stem from excessive metabolism of the substrate so that reaction rates did not reflect initial velocities.

The experiment designed to evaluate the effect of incubation time and protein concentration on the formation of metabolites (Step 2) provides the preliminary data necessary to select a range of substrate concentrations and experimental conditions to determine $K_m$ and $V_{\text{max}}$ for the metabolism of the drug candidate by human liver microsomes. A crude estimation of $K_m$ can be obtained from the three substrate concentrations used in Step 2, provided rates of metabolite formation represents initial reaction velocities. $K_m$ and $V_{\text{max}}$ should be measured with a 100-fold range of substrate concentrations, one that ranges from one-tenth $K_m$ to ten times $K_m$. However, this range of substrate concentrations may have to be expanded if metabolite formation is catalyzed by two kinetically distinct enzymes (one with low and one with high $K_m$). The kinetic constants ($K_m$ and $V_{\text{max}}$) for a given reaction are usually determined with a pool of human liver microsomes as follows.

Typically, the pool of human liver microsomes (single protein concentration) are incubated in triplicate for a specified time period with a drug candidate (e.g., 0.1$K_m$, 0.2$K_m$, 0.3$K_m$, 0.4$K_m$, 0.5$K_m$, 0.6$K_m$, 0.7$K_m$, 0.8$K_m$, 0.9$K_m$, $K_m$, 1.25$K_m$, 1.6$K_m$, 2$K_m$, 4$K_m$, 7$K_m$, and 10$K_m$, where $K_m$ is the crude estimate obtained from data generated in Step 2). For all substrate concentrations, the rate of reaction is measured under initial rate conditions; that is, the product formation is directly proportional to protein concentration and incubation time and the percentage metabolism of the substrate does not exceed 10%. However, with low $K_m$ (i.e., high affinity) substrates, it may be difficult to limit the percentage metabolism of the substrate to $<10$% at low substrate concentrations. Initial rate conditions may be achieved by varying the incubation time or the protein concentration, if necessary.

Note that, in some cases, poor substrate solubility may prevent metabolite formation being measured at high substrate concentrations (especially at 10$K_m$). Alternatively, low analytical sensitivity may impede the detection of metabolite formed at substrate concentrations well below $K_m$ (especially one-tenth $K_m$).

Enzyme kinetic constants are calculated by nonlinear regression analysis with computer software, such as GraFit (Erithacus Software Limited,
London, U.K.), and the data are plotted on an Eadie-Hofstee plot (see Fig. 22). It should be noted that, at times, nonlinear regression lines represent the data points on an Eadie-Hofstee plots very poorly because the data reflect the contribution from two kinetically distinct enzymes whereas the computer software attempts to fit all data to an equation appropriate for a single enzyme. A relatively high standard error associated with the estimate of $K_m$ suggests that the nonlinear regression did not fit the data very well, and it is possible that a two enzyme model or perhaps an atypical enzyme kinetics model needs to be selected. When $K_m$ values are estimated by extrapolating data beyond the concentration range
studied, the $K_m$ values should be treated as estimates only. If the standard error associated with the $K_m$ value is large (>25%) and/or if the $K_m$ value falls outside the range of substrate concentrations studied, it is prudent to repeat this experiment with a new range of substrate concentrations that bracket the estimated $K_m$ value.

When the Eadie-Hofstee plot suggests the involvement of two kinetically distinct enzymes in the formation of a particular metabolite, the data should be fitted to a dual-enzyme model according to the following equation:

$$v_{\text{total}} = v_1 + v_2 = \frac{V_{\text{max}1} \cdot [S]}{K_{m1} + [S]} + \frac{V_{\text{max}2} \cdot [S]}{K_{m2} + [S]}$$

(8)

where $v_{\text{total}}$ is the overall rate of metabolite formation at substrate $[S]$, $V_{\text{max}1}$ and $V_{\text{max}2}$ are the maximal velocities of the reaction, and $K_{m1}$ and $K_{m2}$ are the Michaelis-Menten constants for enzyme 1 and enzyme 2, respectively. For simplicity, the following discussion assumes that enzyme 1 is the high-affinity (low-$K_m$) enzyme and that enzyme 2 is the low-affinity (high-$K_m$) enzyme. It further assumes that $K_{m1}$ and $K_{m2}$ differ by at least an order of magnitude and that the range of substrate concentrations extended well below $K_{m1}$ and up to or above $K_{m2}$. Under such conditions, enzyme 2, the high-$K_m$ enzyme, contributes negligibly to $v_{\text{total}}$ at low substrate concentrations, and the range of substrate concentrations where this is largely true can be identified by visual inspection of the Eadie-Hofstee plot; (Fig. 23). Under these conditions, $v_{\text{total}} \approx v_1$. These "enzyme 1" data are plotted on an Eadie-Hofstee plot to obtain $K_{m1}$ and $V_{\text{max}1}$. Subsequently, $v_2$ (which equals $v_{\text{total}} - v_1$) is calculated, and the data are plotted on an Eadie-Hofstee plot to obtain $K_{m2}$ and $V_{\text{max}2}$. As a rule of thumb, only data points for which $v_2$ is greater than 0.2$v_{\text{total}}$ should be included in the latter determination because the experimental error associated with determination of $v_{\text{total}}$ can give highly erroneous values for $v_2$. When $K_{m1}$ and $K_{m2}$ differ by less than an order of magnitude, or when the range of substrate concentrations does not bracket both $K_{m1}$ and $K_{m2}$, it may not be possible to determine the kinetic constants of the individual enzymes.

Simply because a reaction fits the single-enzyme model well (i.e., the data conform to a straight line on an Eadie-Hofstee plot), it cannot be concluded that the reaction is catalyzed by only a single enzyme, although this is one possibility. Two enzymes with similar $K_m$ values toward the same substrate have frequently been observed, and these will result in an Eadie-Hofstee plot consistent with single-enzyme kinetics. Applying the dual-enzyme model for such situations will not help; instead, reaction-phenotyping data must be used to tease out the role of the two enzymes. Some CYP enzymes (most notably CYP3A4) have been shown to exhibit kinetics consistent with allosteric interaction of the substrate with the enzyme, which is also known as homotropic or substrate activation (38,173). These result in an S-shaped curve on a (substrate) versus rate graph and a "hook"-shaped line graph on an Eadie-Hofstee plot. When allosteric interactions are
observed, the Hill equation and a Hill plot can be used to calculate kinetic constants (109,174,175) (Fig. 22). The Hill equation is:

\[ v = \frac{V_{\text{max}}[S]^n}{S_{50} + [S]^n} \]  

where \( S_{50} \) is analogous to (but not identical to) \( K_m \) (i.e., it is the substrate concentration supporting half-maximal enzyme velocity) and incorporates the interaction of substrate with the two (or more) binding sites, and the symbol “\( n \)” (the Hill coefficient) theoretically refers to the number of binding sites. When \( n \) is greater than 1, it indicates positive cooperativity (substrate activation); when \( n \) is less than 1, it indicates negative cooperativity (substrate inhibition) (109). It should be noted that \( n \) need not be an integer. A Hill coefficient of 2 implies the presence of two discrete (nonoverlapping) substrate-binding sites on the enzyme, whereas a Hill coefficient of, say, 1.3 would indicate that there are two largely overlapping substrate-binding sites.

In addition to being prone to homotropic activation, CYP3A4 is also prone to heterotropic activation. The CYP1A2 inhibitor, \( \alpha \)-naphthoflavone is an activator of certain CYP3A4-dependent reactions [a factor that complicates the use of this flavonoid in CYP inhibition studies (discussed later)]. CYP3A4-catalyzed
reactions that exhibit homotropic activation (substrate activation) can sometimes exhibit typical Michaelis-Menten kinetics in the presence of \(\alpha\)-naphthoflavone, as shown by Andersson et al. for the N-demethylation of diazepam (33).


Correlation analysis is one of the four basic approaches to reaction phenotyping. It involves measuring the rate of drug metabolism by several samples of human liver microsomes (at least 10, according to the FDA) and correlating reaction rates with the variation in the level or activity of the individual CYP enzymes in the same bank of microsomal samples. This approach is successful because the levels of the CYP enzymes in human liver microsomes vary enormously from sample to sample (up to 100-fold), but with judicious selection of individual samples, they can vary independently from each other.

The experimental conditions for examining the in vitro metabolism of the drug candidate by a bank of human liver microsomes are based on the results of experiments described in Steps 2 and 3 (i.e., experiments designed to establish initial rate conditions and \(K_m\) and \(V_{max}\)). In order to obtain clinically relevant results, the metabolism of the drug candidate by human liver microsomes must be examined at pharmacologically relevant concentrations of the drug candidate, as illustrated for lansoprazole 5-hydroxylation in Figure 20.

In our laboratory, reaction phenotyping is carried out with a bank of human liver microsomal samples (e.g., \(n = 16\)) that has been analyzed to determine the sample-to-sample variation in the activity of the major drug-metabolizing CYP enzymes (namely, CYP1A2, CYP2A6, CYP2B6, CYP2C8, CYP2C9, CYP3A4, CYP3A5, CYP4A11) as well as FMO3. The marker substrates and reactions used to determine the sample-to-sample variation in CYP/FMO activity are shown in Figure 24, which also illustrates the extent of the variation in each enzyme activity. Banks of human liver microsomes intended for correlation analysis are commercially available as kits (e.g., Reaction Phenotyping Kit), and the manufacturers provide data on individual CYP enzyme and FMO3 activity (and perhaps data on the activity of UGT enzymes). For statistical purposes, it is important to select a bank of human liver microsomes (kit) in which the CYP enzyme activities do not correlate highly with each other. In other words, the independent variables (marker CYP enzyme activities supplied with the kits) must exhibit independent correlations. Differences in the rates of formation of the drug metabolites are compared with the sample-to-sample variation in CYP and FMO3 activity either by simple regression analysis \((r^2 = \text{coefficient of determination})\) or by Pearson’s product moment correlation analysis \((r = \text{correlation coefficient})\), where the marker CYP/FMO enzyme activity is the independent variable and the rate of formation of drug metabolite is the dependent variable. The latter determination also provides a measure of the statistical significance of any correlations.
**Figure 24** Sample-to-sample variation in CYP and FMO activities in a bank of 16 human liver microsomes. *Abbreviations*: CYP, cytochrome; FMO, flavin monooxygenase.
Correlation analysis provides valuable information on the extent to which the metabolism of a drug candidate will potentially vary from one subject to the next (i.e., it gives an estimate of pharmacokinetic variability in the clinic). However, when two or more enzymes contribute to metabolite formation, correlation analysis may lack the statistical power to establish the identity of each enzyme. For this reason, correlation analysis is often not conducted in favor of chemical or antibody inhibition studies and experiments with recombinant CYP incubations. However, of the four approaches to reaction phenotyping, correlation analysis generally provides the most reliable and clinically relevant information, provided the study is conducted under initial rate conditions with pharmacologically relevant concentrations of the drug candidate (and provided CYP and/or FMO plays a significant role in the disposition of the drug candidate) because correlation analysis is far less prone to the experimental artifacts that complicate all other approaches to reaction phenotyping. Furthermore, correlation analysis with a panel of human liver microsomes effectively assesses the potential contribution of all the CYP enzymes in human liver microsomes, whereas inhibition studies focus only those enzymes for which an inhibitory chemical or antibody has been identified or developed, and experiments with recombinant enzymes are typically conducted with the following panel of enzymes: CYP1A2, CYP2A6, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, CYP2E1, CYP3A4, CYP3A5, and CYP4A11, and possibly CYP1A1, CYP1B1 and, rarely, CYP2C18. The importance of this principle is illustrated by results of studies on the metabolism of DB289, which are discussed later in section III.D.

Statistically significant correlations should always be confirmed with a visual inspection of the graph because there are two situations that can produce a misleadingly high correlation coefficient: (1) the regression line does not pass through or near the origin and (2) there is an outlying data point that skews the correlation analysis, as illustrated in Figure 25.

Correlation analysis works particularly well when a single enzyme dominates the formation of a particular metabolite. When two or more CYP enzymes contribute significantly to the metabolism of a drug at pharmacologically relevant concentrations, the identity of the enzymes involved can be assessed by multivariate regression analysis (176). This approach successfully identifies the enzymes involved when each enzyme contributes 25% or more to metabolite formation, but it will likely not identify an enzyme that contributes only approximately 10%. A graphical representation of the application of multivariate analysis to the results of a reaction phenotyping experiment is shown in Figure 26, on the basis of an examination of the sample-to-sample variation in the 1-hydroxylation of bufuralol (12 μM) by a panel of human liver microsomes. The 1-hydroxylation of bufuralol is widely used as a marker of CYP2D6 activity. However, experiments with recombinant or purified human CYP enzymes established that CYP1A2 and CYP2C19 can also catalyze this reaction (177,178). The sample-to-sample variation in bufuralol 1-hydroxylation correlates reasonably well with
CYP2D6 activity measured by the O-demethylation of dextromethorphan ($r = 0.855$), but the correlation improves when the variation in CYP2C19 is taken into consideration ($r = 0.932$). The improvement in correlation coefficient only occurs when the third variable is CYP2C19 (measured by the 4'-hydroxylation of S-mephenytoin), which confirms the finding with recombinant enzymes that CYP2C19 is a potential contributor to the 1-hydroxylation of bufuralol by human liver microsomes. CYP1A2 appears to contribute negligibly to the 1-hydroxylation of bufuralol by human liver microsomes, but it does contribute significantly to the 4- and 6-hydroxylation of bufuralol (178). When two enzymes contribute significantly to metabolite formation, their identity and relative contribution can be established by performing correlation analysis in the presence and absence of an inhibitor of one of the participating enzymes (preferably the major contributor). This approach works even when one of the enzymes contributes substantially less than 25% to metabolite formation, as was demonstrated by

**Figure 25** Common pitfalls in correlation analysis. Correlation analysis is suspected when the regression line is unduly affected by a single outlying data point, or when the regression line does not pass near the origin.
Yumibe et al. for the conversion of the antihistamine loratadine to desloratadine (179). The sample-to-sample variation in desloratadine formation by a panel of human liver microsomes was examined in the presence and absence of the CYP3A4 inhibitor ketoconazole (because studies with recombinant enzymes suggested that CYP3A4 was a major contributor to desloratadine formation). In the absence of ketoconazole, the sample-to-sample variation in desloratadine formation correlated highly with CYP3A4 (testosterone 6β-hydroxylase) activity ($r^2 = 0.96$), confirming a major role for CYP3A4 in loratadine metabolism. In the presence of ketoconazole, under conditions that caused extensive inhibition of CYP3A4, the residual activity (i.e., the uninhibited rate of desloratadine formation) correlated highly with CYP2D6 (dextromethorphan O-demethylase) activity ($r^2 = 0.81$), thereby establishing a minor role for CYP2D6 in loratadine metabolism. When a single enzyme dominates metabolite formation and correlation analysis is performed in the presence and absence of an inhibitor, the inhibited activity correlates well with both the residual activity and total activity, as

Figure 26 Multivariate correlation analysis of sample-to-sample variation in bufuralol 1′-hydroxylase activity in a bank of human liver microsomes with CYP2D6 and CYP2C19 activity. The sample-to-sample variation in the bufuralol 1′-hydroxylase activity in a bank of human liver microsomes was correlated with S-mephenytoin 4-hydroxylase (CYP2C19) and dextromethorphan O-demethylase (CYP2D6) activity by multivariate regression analysis. The regression coefficient of bufuralol 1′-hydroxylase activity improved from 0.855 (for CYP2D6 alone) to 0.932 when CYP2C19 activity was included in the analysis. Note that all points fall on the 3D plane best described by a combination of both CYP2C19 and CYP2D6 activity and that the bottom-right corner of the plane is very close to zero for bufuralol 1′-hydroxylase activity.
illustrated in Figure 8 for chlorzoxazone 6-hydroxylase activity in the presence and absence of the CYP2E1 inhibitor DMSO.

5. Step 5. Chemical and Antibody Inhibition

Chemical and antibody inhibition represent the second and third approaches to reaction phenotyping. They typically involve an evaluation of the effects of known CYP enzyme inhibitors or inhibitory antibodies against selected CYP enzymes on the metabolism of a drug candidate by pooled human liver microsomes. As in the case of correlation analysis, chemical and antibody inhibition experiments must be conducted with pharmacologically relevant concentrations of the drug candidate in order to obtain clinically relevant results.

The FDA-approved and acceptable chemical inhibitors for reaction phenotyping are included in Table 2. Many of the inhibitors listed in Table 2 are metabolism-dependent inhibitors that, in order to inhibit CYP, require pre-incubation with NADPH-fortified human liver microsomes for 15 minutes or more. In the absence of the metabolism-dependent inhibitor, this preincubation of microsomes with NADPH can result in the partial, spontaneous loss of several CYP enzyme activities (see sec. II.C.7.c). Furthermore, the organic solvents commonly used to dissolve chemical inhibitors can themselves inhibit (or possibly activate) certain CYP enzymes, as discussed in section II.C.4. Therefore, appropriate solvent and preincubation controls should be included in all chemical inhibition experiments.

It is important to recognize that, in most cases, the specificity of chemical inhibitors is restricted to a particular concentration range, and that this concentration range can change with the concentration of microsomal protein (due to nonspecific binding), the concentration of substrate (which may compete with the inhibitor for binding to a particular CYP enzyme) and the type of substrate (because in some cases the degree of inhibition of a particular CYP enzyme is substrate dependent). For example, ketoconazole is a potent inhibitor of human CYP3A4 ($K_i < 20$ nM), but it is also capable of inhibiting several other CYP enzymes, including CYP1A1, CYP1B1, CYP2B6, CYP2C8, CYP2C9, CYP2C18, CYP2J2, CYP3A5, CYP4F2, and CYP4F12 ($K_i$ in micromolar range) (109,180,181). Ticlopidine was initially proposed as a selective metabolism-dependent inhibitor of CYP2C19, but it was subsequently shown to be an even more effective metabolism-dependent inhibitor of CYP2B6 (182,183). The lack of specificity can complicate the interpretation of chemical inhibition experiments. It likely accounts for the majority of cases where the sum of the inhibitory effects of a panel of CYP inhibitors adds up to greater than 100%. The influence of protein concentration on chemical inhibition is particularly well illustrated in Figure 3, which shows that the inhibitory effect of montelukast on CYP2C8 activity declined almost 20-fold (based on IC$_{50}$ values) when the concentration of microsomal protein was increased 20-fold (from 0.05 to 1 mg/mL), as previously reported by Walsky et al. (28).
If a drug candidate is metabolized by a high-affinity enzyme, the concentration of a competitive chemical inhibitor must be increased with increasing concentration of the drug candidate in order to achieve a high degree of inhibition. A good rule of thumb is to use multiples (generally up to 10-fold) of the lowest inhibitor concentration, which is calculated from the following equation:

\[
\text{Lowest}\,[\text{Inhibitor}] = \frac{[\text{Drug}] \cdot K_i(\text{inhibitor})}{K_m(\text{Drug})}
\]

where \([\text{Drug}]\) is the intended final concentration of the drug candidate added to the microsomal incubation, \(K_i\) is the inhibition constant of the inhibitor for a given enzyme, and \(K_m\) is the Michaelis constant of the drug candidate (as determined in Step 3). This method of calculating the lowest concentration of inhibitor is applicable to competitive inhibitors but not to noncompetitive or metabolism-dependent inhibitors. A range of inhibitor concentrations is recommended to demonstrate concentration dependence. For example, if the lowest concentration of the chemical inhibitor were calculated to be 1 \(\mu\)M (from the above equation), then the range of inhibitor concentration should span at least 10-fold (e.g., 1, 2, 5, and 10 \(\mu\)M).

One of the complicating factors with chemical inhibitors is that a chemical that inhibits one CYP enzyme may activate another enzyme. If both enzymes contribute to metabolite formation, the inhibitory effect of the chemical on one enzyme may be offset by its activating effect on the other enzyme. \(\alpha\)-Naphthoflavone is an inhibitor of CYP1A2 but an activator of CYP3A4, whereas quinidine is an inhibitor of CYP2D6 but, in certain cases, an activator of CYP3A4 (184–186). \(\alpha\)-Naphthoflavone and quinidine both appear on the list of FDA preferred and acceptable chemical inhibitors, so their ability to inhibit one enzyme but activate another are relevant to reaction phenotyping.

When chemical inhibition experiments are conducted with a relatively metabolically stable drug candidate (one that must be incubated with relatively high concentrations of human liver microsomes for a relatively long time in order to generate quantifiable levels of metabolite), it is important to take into account the metabolic stability of the inhibitors themselves. Lack of metabolic stability makes some compounds poor choices as chemical inhibitors despite their selectivity. For example, coumarin is a selective substrate of CYP2A6 (\(K_m\sim 0.25\) to 0.5 \(\mu\)M) (111) and it would be a good selective competitive inhibitor of CYP2A6 if it were not metabolized so rapidly by human liver microsomes.

Finally, appropriate controls should be included in each chemical inhibition experiment to evaluate whether any of the chemical inhibitors interfere with the chromatographic analysis of the metabolites of interest and whether metabolite formation is inhibited by any of the organic solvents used to dissolve the chemical inhibitors.

Inasmuch as the selectivity of some chemical inhibitors is questionable or even variable depending on the incubation conditions, the use of selective inhibitory
polyclonal, monoclonal, or antipeptide antibodies against individual CYP enzymes can be an alternative (or additional) approach to reaction phenotyping (187–189). CYP inhibition by antibodies is noncompetitive in nature and is therefore independent of the substrate concentration. Because of the ability of antibodies to inhibit selectively and noncompetitively, this method alone can potentially establish which human CYP enzyme is responsible for metabolizing a drug candidate. Unfortunately, the utility of this method is limited by the availability of specific inhibitory antibodies and by nonspecific effects associated with the addition of antiserum and ascites fluid to the microsomal incubation.

Although numerous antibodies against CYP enzymes are commercially available, there can be problems with cross-reactivity (lack of specificity), especially in the case of polyclonal or anti-peptide antibodies (the specificity of which can vary from lot to lot). The use of antiserum (for polyclonal antibodies) and ascites fluid (for monoclonal antibodies) rather than purified antibodies often necessitates adding a large amount of albumin and other proteins to the microsomal incubation. [The concentration of protein (mostly albumin) in serum and ascites fluid is \( \approx 70 \) and 30 mg/mL, respectively.] Adding albumin and other serum proteins to a microsomal incubation can exert several effects including (1) nonspecific binding of the drug candidate to serum proteins, which may artifactually decrease metabolite formation, (2) activation of CYP enzymes such as CYP2C9 by albumin (190,191), which may lead to increased metabolite formation or which mask the inhibitory effect of the antibody, and (3) metabolism of the drug candidate or its metabolites by serum enzymes, which may artifactually increase or decrease metabolite formation, respectively. For this reason, control (preimmune) serum and ascites fluid should be included as negative controls in antibody inhibition experiments. These issues are lessened when purified antibodies are used instead of antiserum and ascites fluid. However, in the case of purified monoclonal antibodies, it may be necessary to include a large number of negative controls (perhaps one for each anti-CYP antibody) with different concentrations of “irrelevant” monoclonal antibodies (those prepared against enzymes other than CYP) and different antibody subtypes (IgM, IgG1, IgG2, etc.) to match each of the monoclonal antibodies used in the inhibition experiment.

As in the case of chemical inhibition, a lack of specificity can complicate the interpretation of antibody inhibition experiments. A lack of specificity and the nonspecific effects outlined above likely account for the majority of cases where the sum of the inhibitory effects of a panel of inhibitory antibodies adds up to greater than 100%. Another potential problem stems from the fact that many antibodies do not completely inhibit the activity of a microsomal CYP enzyme or the corresponding recombinant CYP enzyme. If an antibody inhibits the metabolism of a marker substrate by 80%, and if the same antibody inhibits the metabolism of drug candidate by 80%, there is uncertainty as to whether the inhibited enzyme contributes 80% or 100% to the metabolism of the drug candidate. This may seem like a trivial difference, but it has a
large impact on the victim potential of the drug candidate. Genetic or drug-mediated loss of an enzyme that accounts for 80% of a drug’s clearance will cause a fivefold increase in systemic exposure, whereas loss of an enzyme that accounts for 99% of a drug’s clearance will cause a 100-fold increase in exposure.

6. Step 6. Recombinant Human CYP Enzymes

The fourth and final approach to reaction phenotyping involves the use of purified or recombinant (cDNA-expressed) human CYP enzymes, which can establish whether a particular CYP enzyme can or cannot metabolize a drug candidate, although it does not address whether that CYP enzyme contributes substantially to reactions catalyzed by human liver microsomes. Numerous human CYP enzymes have been cloned and expressed individually in various cell types. Microsomes from these cells, which contain a single human CYP enzyme with NADPH-CYP reductase with or without cytochrome b5, are commercially available. The recombinant CYP enzymes differ in their catalytic competency, and they are not expressed in cells at concentrations that reflect their levels in human liver microsomes. Therefore, a simple evaluation of metabolism by a bank of recombinant human CYP enzymes does not establish the extent to which a CYP enzyme contributes to the metabolism of a particular drug candidate, only that a particular CYP enzyme can metabolize that drug candidate. Also, the recombinant CYP enzymes are usually expressed with much higher levels of NADPH-CYP reductase than those present in human liver microsomes. In many cases, the ratio of CYP to NADPH-CYP reductase in preparations of recombinant enzymes is more than an order of magnitude greater than that in human liver microsomes. This is a possible cause of artifacts. For example, the high levels of NADPH-CYP reductase that are used to reconstitute purified CYP enzymes, or expressed with recombinant CYP enzymes can potentially interfere with the metabolism of a drug candidate, as exemplified by the metabolism of 7-pentoxyresorufin by purified rat CYP2B1. When the molar ratio of NADPH-CYP reductase to CYP2B1 exceeds one-to-one, CYP2B1 loses its ability to catalyze the O-dealkylation of 7-pentoxyresorufin because the excess NADPH-CYP reductase reduces 7-pentoxyresorufin to a metabolite that is no longer O-dealkylated by CYP2B1. This does not occur in liver microsomes because the molar ratio of NADPH-CYP reductase to total CYP is considerably less than one-to-one (in microsomes there are 10–20 molecules of CYP for each molecule of NADPH-CYP reductase). The high levels of NADPH-CYP reductase expressed with recombinant CYP enzymes could also conceivably cause artificially high enzyme activity, as exemplified by studies with rat CYP2A2 (also known as P450m), which is expressed only in adult male rats. When purified and reconstituted with high levels of NADPH-CYP reductase, CYP2A2 catalyzes the 15α-hydroxylation
of testosterone and does so at one-half the rate at which purified CYP2A1 (P450a) catalyzes the 7α-hydroxylation of testosterone. However, rat liver microsomes do not form these metabolites in a 2:1 ratio. In fact, rat liver microsomes produce very low levels of 15α-hydroxytestosterone (192), and the rate of testosterone 15α-hydroxylation by liver microsomes from adult male rats (which contain CYP2A2) is comparable to that catalyzed by liver microsomes from adult female rats and immature rats (which contain no detectable CYP2A2). Therefore, high levels of NADPH-CYP reductase can potentially lead to an overestimation of CYP activity (as in the case of CYP2A2) or an underestimation of its activity (as in the case of CYP2B1).

Cytochrome b$_5$ affects the kinetics of drug metabolism by certain CYP enzymes; hence, coexpression of this microsomal hemoprotein (together with NADPH-CYP reductase) can affect the catalytic efficiency of certain recombinant CYP enzymes (76,109). For example, the presence of cytochrome b$_5$ tends to increase $V_{\text{max}}$ for reactions catalyzed by CYP3A4, whereas it tends to decrease $K_m$ for reactions catalyzed by CYP2E1. In both cases, cytochrome b$_5$ increases $V_{\text{max}}/K_m$, which is a measure of in vitro intrinsic clearance. The fact that some commercially available recombinant CYP enzymes are expressed with cytochrome b$_5$ while others are not complicates the interpretation of results of studies performed with recombinant human CYP enzymes.

To facilitate a comparison of one recombinant CYP enzyme with another, Rodrigues (193) has proposed that recombinant human CYP enzymes should be used to measure in vitro intrinsic clearance based on a measurement of $K_m$ and $V_{\text{max}}$. The kinetic constants are only determined for those enzymes that were shown in preliminary experiments to be capable of metabolizing the drug candidate. Care must be taken in the determination of kinetic constants, as described previously in Step 3, and the methodology used to determine $K_m$ and $V_{\text{max}}$ with recombinant CYP enzymes is very similar to that described previously. The $V_{\text{max}}$ value obtained with each recombinant CYP enzyme (expressed as pmol product formed/min/pmol of P450) is multiplied by its average specific content in human liver microsomes (values for which are given in Table 8) (193), which provides an estimate of the $V_{\text{max}}$ value in an average (or a pooled) sample of human liver microsomes. These estimates generally overestimate $V_{\text{max}}$ values in microsomes as the catalytic activity of the recombinant CYP enzymes is artificially high because of the presence of artificially high levels of NADPH-CYP reductase. Nevertheless, this method forms the basis for evaluating the relative contribution of all the recombinant CYP enzymes that can metabolize the drug candidate. The assessment of relative contribution can be improved further by comparing in vitro intrinsic clearance ($V_{\text{max}}/K_m$) rather than $V_{\text{max}}$ values, where the $V_{\text{max}}/K_m$ values are again corrected for the specific content of each CYP enzyme in human liver microsomes. Unfortunately, this method is complicated by the empirical observation that $K_m$,...
in addition to $V_{\text{max}}$, can differ between a recombinant CYP enzyme and the same enzyme expressed in human liver microsomes. Some examples are given in Table 4. In the case of dextromethorphan O-demethylation by CYP2D6 and diclofenac 4'-hydroxylation by CYP2C9, the $K_m$ for the recombinant enzyme is roughly one-fifth that of the microsomal enzyme. If the same difference in $K_m$ were observed with a drug candidate, the estimate of in vitro intrinsic clearance by recombinant CYP would be at least five times greater than that in liver microsomes. Despite these difficulties, normalizing rates of drug metabolism by recombinant CYP enzymes by taking into account their specific content in human liver microsomes is one approach to assessing the relative contribution of CYP enzymes to the metabolism of a drug candidate.

An alternative approach to normalizing rates of drug metabolism by recombinant CYP enzymes is the application of a “relative activity factor (RAF),” in which the correction is not based on specific content but on specific activity, which requires a comparison of the rate of metabolism of a selective marker substrate by each recombinant CYP enzyme and human liver microsomes (75,194). The RAF is then multiplied by the observed rates of drug metabolism by each recombinant CYP enzyme before assessing the relative contribution of each enzyme to the metabolism of the drug. This approach has not been well validated. For example, it is not known whether the relative activity factor remains constant for several marker substrate reactions catalyzed by the same CYP enzyme. If the relative activity factor varies in a substrate-dependent manner, it would be difficult to know which RAF value to apply to the drug candidate under investigation. Another limitation of this approach is that the relative activity factor must be empirically determined for each lot of recombinant CYP enzyme (and preferably each batch of pooled human liver microsomes).

The FDA guidance document recognizes the difficulty of extrapolating the results obtained with recombinant enzymes to the situation in liver microsomes. Experiments with recombinant CYP enzymes provide valuable information on which CYP enzymes can and which ones cannot convert a drug candidate to a particular metabolite, and this information alone is particularly valuable in guiding the design or interpretation of correlation analysis, chemical inhibition, and antibody inhibition experiments.

D. The Relative Merits of the Four Approaches to Reaction Phenotyping

Many of the potential pitfalls and advantages or disadvantages of the four approaches to reaction phenotyping have been mentioned in the preceding sections, and they are summarized in Table 10. Additional potential pitfalls in reaction phenotyping do not apply simply to any one approach but apply to all of
### Table 10  Advantages and Disadvantages of the Various Approaches to In Vitro CYP Reaction Phenotyping

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Attributes (advantages and disadvantages)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Correlation analysis</strong> with a bank of selected and well characterized human liver microsomes ($n = 10$ or more)</td>
<td>Contains all liver microsomal CYP enzymes with physiological levels of cytochrome $b_5$ and NADPH-CYP reductase. Establishes the degree of inter-individual variation in metabolic formation or substrate disappearance. A strong correlation clearly establishes the identity of the CYP enzyme responsible in metabolite formation. An outlying data point or a regression line that does not intersect near the origin can produce misleading results. Metabolite formation by high activity samples may violate initial rate conditions ($&lt;10%$ substrate loss). Even with multivariate analysis, correlation analysis may not positively identify multiple enzymes responsible for metabolite formation (unless correlation analysis is conducted in the presence and absence of a CYP-selective inhibitor).</td>
</tr>
<tr>
<td><strong>Chemical inhibition</strong> with CYP-selective direct-acting and metabolism-dependent inhibitors and antibody inhibition with CYP-selective polyclonal or monoclonal antibodies (antiserum, ascites fluid or purified antibody)</td>
<td>Conducted with pooled human liver microsomes, which contains all the relevant CYP enzymes and which are generally used to establish initial rate conditions as well as $K_m$ and $V_{max}$. Lack of specificity and inhibition values that total more than 100% complicate the interpretation of results. Lack of antibody specificity may reflect cross-reactivity or an artifact of adding albumin (present at high concentrations in serum and ascites fluid). Chemical inhibitors of one CYP enzyme can activate another CYP enzyme. This is also true of the albumin present in antiserum and ascites fluid. The inhibitory effect of some chemical inhibitors may be substrate-dependent. Solvent controls for all chemical inhibitors and preincubation controls for metabolism-dependent inhibitors must be included. Preimmune serum and ascites (or irrelevant antibodies) should be included as negative controls for antibody inhibition studies. The potency of chemical inhibitors often varies with the concentration of microsomal protein and substrate (drug candidate).</td>
</tr>
</tbody>
</table>

*Continued*
the experimental approaches to identify which CYP enzyme is primarily responsible for metabolizing a drug candidate. The four most common errors are as follow:

1. An inappropriate test system is used to study the metabolism of the drug candidate. The preceding sections describe steps that can be taken to evaluate whether metabolism by CYP is likely to play an important role in the disposition of a drug candidate, and such information should be obtained prior to conducting a CYP reaction phenotyping study, especially if the drug candidate emerged from a screening program that favored the selection of drug candidates that do not interact with CYP (by selecting

Table 10  Continued

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Attributes (advantages and disadvantages)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incomplete antibody inhibition complicates interpretation. If an antibody causes 80% inhibition both with a marker substrate and a drug candidate, does the targeted CYP enzyme contribute 80% or 100% to drug candidate metabolism?</td>
<td></td>
</tr>
<tr>
<td>Establishes whether a given CYP enzyme can or cannot metabolize the drug candidate or form a particular metabolite.</td>
<td>Recombinant human enzymes (individual CYP and FMO enzymes expressed in mammalian cells, insect cells, bacteria or yeast)</td>
</tr>
<tr>
<td>Useful to study drug candidate metabolism by allelic variants of CYP enzymes.</td>
<td>The panel of recombinant enzymes examined often fails to include all the CYP enzymes present in human liver microsomes (CYP2C19, 2J2, 3A7, 4F2, 4F3a, 4F3b are often omitted, but CYP1A1 and 1B1 are often included even though they are not expressed in human liver microsomes).</td>
</tr>
<tr>
<td>The absence of cytochrome b5 and/or artificially high levels of NADPH-CYP reductase can alter the kinetics of CYP enzymes and/or introduce artifacts.</td>
<td>Compared with their microsomal counterparts, recombinant CYP enzymes may have a different $K_m$ for marker substrates or a different $K_i$ for chemical inhibitors.</td>
</tr>
<tr>
<td>Rates of metabolism by recombinant CYP enzymes can be normalized based on specific content or relative activity factor, but neither method reliably predicts the relative contribution of CYP enzymes to reactions catalyzed by human liver microsomes.</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: CYP, cytochrome P450; FMO, flavin monooxygenase.
those chemicals that cause little or no CYP inhibition, that are metabolically stable in NADPH-fortified human liver microsomes, and/or that have relatively high aqueous solubility or dissolution rates). In addition, although in vitro drug metabolism studies generally focus on hepatic metabolism, some drugs are extensively metabolized by enzymes in the intestine and other extrahepatic tissues (195–197).

2. The metabolism of the drug candidate is not measured under initial rate conditions. Prior to initiating reaction phenotyping studies, a pool of human liver microsomes should always be used to establish initial rate conditions (i.e., conditions under which metabolite formation is proportional to protein concentration and incubation time), and total amount of substrate consumed should be less than 10%.

3. The metabolism of the drug candidate is not measured at pharmacologically relevant concentrations. When reaction phenotyping studies are carried out with high, nonpharmacologically relevant substrate concentrations, metabolism of the drug candidate may be dominated by a low-affinity, high-capacity enzyme, but this enzyme may contribute negligibly to the metabolism of the drug candidate in the clinic (where drug concentrations tend to be low so that metabolism is dominated by high-affinity enzymes). This important principle is illustrated in Figure 20 for the 5-hydroxylation of lansoprazole (described in sec.III. C.1.b).

4. On a case-by-case basis, each of the four approaches to reaction phenotyping can give misleading results, which is why the FDA advocates a combination of approaches. There is a growing trend toward using two approaches to reaction phenotyping (chemical inhibition and recombinant CYP enzymes) rather than the three fundamentally different approaches (chemical inhibition, recombinant CYP enzymes, and correlation analysis). We have conducted a large number of reaction phenotyping studies, and we consider it unadvisable to exclude correlation analysis from a reaction phenotyping study. The following is but one example to support our conviction that correlation analysis should always be part of a reaction phenotyping study, along with chemical or antibody inhibition experiments and experiments with a large panel of recombinant human CYP enzymes.

The reliability of correlation analysis and the potential short-comings of other approaches to reaction phenotyping are illustrated by recent studies of DB289, a prodrug that is O-demethylated by CYP to M1 and subsequently converted by several steps to the active metabolite DB75, an aromatic dicationic antiparasitic agent that is effective against a broad range of pathogens, including African trypanosomiasis (African sleeping sickness) (162). Reaction phenotyping with the usual panel of recombinant human CYP enzymes (see above) identified members of the CYP1 family (namely, CYP1A1,
CYP1B1, and CYP1A2) as candidates for the microsomal enzyme that catalyzes the O-demethylation of DB289 to M1. However, because CYP1A1 and CYP1B1 are extrahepatic CYP enzymes that are not expressed in human liver microsomes (198, 199), the study with recombinant CYP enzymes effectively identified only CYP1A2 as the enzyme responsible for the high rate of conversion of DB289 to the primary metabolite M1 by human liver microsomes. However, correlation analysis revealed no correlation between M1 formation and CYP1A2 activity (or any of the other major CYP enzyme activities). It was assumed (correctly) that the results of the experiments with recombinant CYP enzymes were incomplete (as opposed to assuming the results of the correlation analysis were incorrect). Inhibition studies with α-naphthoflavone (a direct-acting inhibitor of CYP1A2), furafylline (a metabolism-dependent inhibitor of CYP1A2), and an inhibitory antibody against CYP1A2, all confirmed that CYP1A2 was not the microsomal enzyme responsible for converting DB289 to M1. Although correlation analysis established that CYP1A2 was not the microsomal enzyme responsible for converting DB289 to M1, it did not positively identify which enzyme or enzymes were responsible, which illustrates both the strength and weakness of correlation analysis. The enzymes responsible for converting DB289 to M1 were identified when the panel of recombinant CYP enzymes was expanded to include CYP2C18, CYP2J2, CYP3A7, CYP4F2, CYP4FA, CYP4F3B, and CYP4F12. As illustrated in Figure 27, recombinant CYP2J2, CYP4F2, and CYP4F3B, all metabolized DB289, hence, these enzymes were investigated for their contribution to M1 formation in human liver microsomes. The results of experiments with additional chemical inhibitors and inhibitory antibodies established that CYP4F2 and CYP4F3b are the major enzymes in human liver microsomes responsible for converting DB289 to M1 (162). The studies with DB289...
underscore the importance of using at least three approaches to reaction phenotyping, namely correlation analysis, studies with chemical or antibody inhibitors, and experiments with recombinant enzymes. They also underscore the value of evaluating a wide selection of recombinant human CYP enzymes, including those whose role in the metabolism of drugs has only recently come to light (200).

IV. IDENTIFICATION OF THE UGT ENZYMES INVOLVED IN CONJUGATION REACTIONS

The role of UGT enzymes in drug-drug interactions is discussed in more detail in chapter 4. This section will briefly highlight the application (and limitations) of reaction phenotyping methods to the identification of the UGT enzymes involved in the conjugation of a drug candidate. Like CYP-catalyzed oxidations, UGT-catalyzed reactions involving UDP-glucuronic acid (and occasionally UDP-glucose, UDP-xylose, and UDP-galactose) are a major pathway of drug metabolism in humans. The site of glucuronidation is generally an electron-rich nucleophilic O, N, or S heteroatom. Therefore, substrates for glucuronidation contain such functional groups as aliphatic alcohols and phenols (which form O-glucuronide ethers), carboxylic acids (which form O-glucuronide esters, also known as acyl glucuronides), primary and secondary aromatic and aliphatic amines (which form N-glucuronides), and free sulfhydryl groups (which form S-glucuronides). Certain xenobiotics, such as phenylbutazone, sulfipyrazone, suxibuzone, ethchlorvynol, Δ⁶-tetrahydrocannabinol, and feprazone contain carbon atoms that are sufficiently nucleophilic to form C-glucuronides. The C-glucuronidation of the enolic form of phenylbutazone is catalyzed specifically by UGT1A9 (201).

In contrast to the situation with CYP enzymes, there are fewer clinically relevant inhibitory drug-drug interactions caused by inhibition of UGT enzymes, and AUC increases are rarely greater than twofold (202), whereas dramatic AUC increases have been reported for CYP enzymes, such as the 190-fold increase in AUC reported for the CYP1A2 substrate ramelteon (Rozerem™) upon coadministration of fluvoxamine (Rozerem prescribing information, 2005). For instance, plasma levels of indomethacin are increased approximately twofold upon coadministration of diflunisal, and in vitro studies indicate that this interaction is due in part to inhibition of indomethacin glucuronidation in the intestine (203,204). Valproic acid coadministration increases the AUC of lorazepam and lamotrigine by 20% and 160%, respectively (202). Drug-drug interactions due to induction of UGT enzymes have also been observed. Rifampin coadministration increases mycophenolic acid clearance by 30% and increases the AUC of its acyl glucuronide (formed by UGT2B7) and its 7-O-glucuronide (formed by various UGT1 enzymes) by more than 100% and 20%, respectively (205). In spite of the limited number of reports of UGT-mediated drug-drug interactions, UGT enzymes are increasingly involved in the
metabolism of new drug candidates. The apparent increased involvement of UGT enzymes is due in part to the selection process for new drug candidates, which is often biased against chemicals that interact with CYP enzymes. The selection of chemicals with little potential of inhibiting CYP enzymes, chemicals that are metabolically stable in NADPH-fortified human liver microsomes, and chemicals with high aqueous solubility are chemicals that are more likely to be metabolized by UGT than CYP. The FDA acknowledges that “there are few documented cases of clinically significant drug-drug interactions related to non-CYP enzymes...,” but goes on to say that “the identification of drug metabolizing enzymes of this kind (i.e., glucuronosyltransferases, sulfotransferases, and N-acetyl transferases) is encouraged” (2).

Pooled and individual human liver microsomes with characterization data on the activity of the major UGT enzymes are commercially available. Figure 28 shows the variation in UGT activity toward five substrates in a bank of human liver microsomes. The activities were determined in native microsomes and in microsomes treated with the zwitterionic detergent, CHAPS, or the pore-forming peptide, alamethicin (treatments that stimulate UGT activity). In addition, individual recombinant UGT enzymes are commercially available. However, reaction phenotyping studies designed to identify the UGT enzymes involved in conjugating a new drug candidate must overcome certain challenges that are not evident (for the most part) in a CYP enzyme reaction phenotyping study. For example, selective UGT inhibitors have only been characterized for UGT1A4 (hecogenin) and UGT2B7 (fluconazole) (206), and there are relatively few specific inhibitory antibodies that are commercially available. Correlation analysis can be performed for UGT enzyme activities in individual human liver microsomes, but, as shown in Table 11, commercially available and specific probe drugs have been identified only for certain human UGT enzymes, including UGT1A1 (17β-estradiol, 3-glucuronidation, and bilirubin), UGT1A3 (hexafluoro-1α,25-trihydroxyvitamin D3), UGT1A4 (trifluoperazine), UGT1A6 (serotonin and 1-naphthol), UGT1A9 (propofol), UGT2B7 [morphine 6-glucuronidation and zidovudine (AZT)], and UGT2B15 (S-oxazepam) (206). Correlation analyses with most of these probe substrates are somewhat limited by the fact that there is often only a three- to fivefold difference from the minimum to the maximum rate of reaction among samples of human microsomes. Also, the relative abundance of UGT enzymes in human liver microsomes is not known (to date, at least 22 human UGT enzymes have been identified. The current UGT nomenclature may be found at: http://som.flinders.edu.au/FUSA/ClinPharm/UGT/index.html). Some UGT enzymes (e.g., UGT1A7, UGT1A8, UGT1A10, and UGT2A1) are not expressed in human liver (Table 11). Of the latter enzymes, UGT1A7, UGT1A8, and UGT1A10 are expressed in the gastrointestinal tract where they appear to be important for pre-hepatic elimination of various orally administered drugs. If screening assays with recombinant UGT enzymes indicate that one or more of these enzymes are predominantly involved in the conjugation of a drug candidate, pooled, or individual microsomal samples from extrahepatic tissue (e.g., intestine) should be evaluated for
Figure 28  Probe UGT activities in a bank of human liver microsomes ($n = 16$). The following UGT activities were determined in the absence (native) or presence of the pore-forming peptide alamethicin or the zwitterionic detergent CHAPS: UGT1A1 (17β-estradiol 3-glucuronidation), UGT1A4 (trifluoperazine glucuronidation), UGT1A6 (1-naphthol glucuronidation), UGT1A9 (propofol glucuronidation), and UGT2B7 (morphine 6-glucuronidation). Abbreviation: UGT, UDP-glucuronosyltransferase.
their ability to conjugate the drug candidate. Of the hepatically expressed UGT enzymes, UGT1A1, UGT1A3, UGT1A4, UGT1A6, UGT1A9, UGT2B7, and UGT2B15 are considered to be the UGT enzymes most important for hepatic drug metabolism because UGT1A5, UGT2B4, UGT2B10, UGT2B11, UGT2B17, and UGT2B28 are reported to have low or negligible activity toward xenobiotics (206).

Typical reactions catalyzed by UGT enzymes require the cofactor uridine diphosphate-glucuronic acid, UDPGA. However, the C-terminus of all UGT enzymes contains a membrane-spanning domain that anchors the enzyme in the endoplasmic reticulum, and the enzyme faces the lumen of the endoplasmic reticulum, where it is ideally placed to conjugate lipophilic xenobiotics and their metabolites generated by oxidation, reduction, or hydrolysis. The lumenal

Table 11  Tissue Distribution and Specific Substrates for Human UDP-Glucuronosyl-transferase (UGT) Enzymes

<table>
<thead>
<tr>
<th>UGT</th>
<th>Present in liver?</th>
<th>Tissue</th>
<th>Selective substrates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A1</td>
<td>Yes</td>
<td>Liver, small intestine, colon</td>
<td>17β-estradiol (3-glucuronidation)</td>
</tr>
<tr>
<td>1A3</td>
<td>Yes</td>
<td>Liver, small intestine, colon</td>
<td>Hexafluoro-1z, 25-trihydroxyvitamin D3</td>
</tr>
<tr>
<td>1A4</td>
<td>Yes</td>
<td>Liver, small intestine, colon</td>
<td>Trifluoperazine, tertiary amines, antihistamines, lamotrigine, amitriptyline, cyclobenzaprine, olanzapine</td>
</tr>
<tr>
<td>1A5</td>
<td>Yes</td>
<td>Liver</td>
<td></td>
</tr>
<tr>
<td>1A6</td>
<td>Yes</td>
<td>Liver, small intestine, colon, stomach</td>
<td>1-Naphthol</td>
</tr>
<tr>
<td>1A7</td>
<td>No</td>
<td>Esophagus, stomach, lung</td>
<td></td>
</tr>
<tr>
<td>1A8</td>
<td>No</td>
<td>Colon, small intestine, kidney</td>
<td></td>
</tr>
<tr>
<td>1A9</td>
<td>Yes</td>
<td>Liver, colon, kidney</td>
<td>Propofol</td>
</tr>
<tr>
<td>1A10</td>
<td>No</td>
<td>Stomach, small intestine, colon</td>
<td></td>
</tr>
<tr>
<td>2A1</td>
<td>No</td>
<td>Olfactory</td>
<td></td>
</tr>
<tr>
<td>2A2</td>
<td>Unknown</td>
<td>Unknown</td>
<td></td>
</tr>
<tr>
<td>2A3</td>
<td>Unknown</td>
<td>Unknown</td>
<td></td>
</tr>
<tr>
<td>2B4</td>
<td>Yes</td>
<td>Liver, small intestine</td>
<td></td>
</tr>
<tr>
<td>2B7</td>
<td>Yes</td>
<td>Kidney, small intestine, colon</td>
<td>Morphine (6-glucuronidation)</td>
</tr>
<tr>
<td>2B10</td>
<td>Yes</td>
<td>Liver, ileum, prostate</td>
<td></td>
</tr>
<tr>
<td>2B11</td>
<td>Yes</td>
<td>Mammary, prostate, others</td>
<td></td>
</tr>
<tr>
<td>2B15</td>
<td>Yes</td>
<td>Liver, small intestine, prostate</td>
<td>S-Oxazepam</td>
</tr>
<tr>
<td>2B17</td>
<td>Yes</td>
<td>Liver, prostate</td>
<td></td>
</tr>
<tr>
<td>2B28</td>
<td>Yes</td>
<td>Liver, mammary</td>
<td></td>
</tr>
</tbody>
</table>

*UGT2B7 also catalyzes the 3-glucuronidation of morphine, but this reaction is also catalyzed by other UGTs.

Source: Adapted from Refs. 206, 220, 202, and 221.
orientation of UGT poses a problem because UDPGA is a water-soluble cofactor synthesized in the cytoplasm. In order to measure in vitro UGT activity in microsomes, this “latency” of UGT enzymes must be overcome. In vitro, the glucuronidation of xenobiotics by liver microsomes can be stimulated by detergents (e.g., CHAPS, Brij-58), which disrupt the lipid bilayer of the endoplasmic reticulum and allow UGT enzymes free access to UDPGA. High concentrations of detergent can inhibit UGT enzymes, presumably by disrupting their interaction with phospholipids, which are important for catalytic activity. Detergents can inhibit certain UGT enzymes (207), hence, they can affect UGT activity directly in addition to their indirect effects through interaction with phospholipids. Consequently, detergents, especially nonionic detergents like Brij-58, can alter the kinetics of UGT reactions (208). Treatment of microsomes with detergents also virtually eliminates CYP activity; hence, detergents cannot be used in studies designed to investigate the possible coupling of oxidation reactions catalyzed by CYP, with conjugation reactions catalyzed by UGT. This is not a limitation of alamethicin, a pore-forming peptide that activates UGT activity, like detergent, but which does not inhibit CYP (208). Furthermore, in contrast to certain detergents, alamethicin appears to increase $V_{\text{max}}$ without affecting $K_{\text{m}}$. From a review of the literature, Miners et al. report that alamethicin and nonionic detergents, such as Brij-58, generally result in the highest UGT activity but that alamethicin is the preferred activator because the effects of detergents are not reproducible between substrates (206). However, in incubations designed strictly to measure UGT activity (and not both UGT and CYP activity), the zwitterionic detergent, CHAPS, can activate certain UGT activities to a comparable or even greater extent than alamethicin, as shown in Figure 28.

The in vitro activity of UGT enzymes is highly dependent not only on the substance used to activate the microsomal membranes but also on incubation conditions. The kinetic properties of UGT enzymes have been demonstrated to vary with the concentration of cofactor, membrane composition, type of buffer, ionic strength, and pH (206). In vitro intrinsic clearance ($CL_{\text{int}}$) values (measured as $V_{\text{max}}/K_{\text{m}}$) for AZT glucuronidation in human liver microsomes were shown to vary sixfold depending on incubation conditions, but even under conditions that produced the greatest $CL_{\text{int}}$, the in vivo clearance rate was underpredicted by three- to fourfold (206). This in vitro underprediction of the in vivo rate of clearance of drugs that are glucuronidated is typical when kinetic data based on experiments with human liver microsomal are used to assess $CL_{\text{int}}$ and is likely due to a number of factors, including the presence or absence of albumin, nonspecific binding, atypical in vitro kinetics, active uptake into hepatocytes, and significant extrahepatic expression of various UGT enzymes (206). The prediction of the in vivo clearance of drugs that are glucuronidated by hepatocytes appears to be more accurate than for predictions made with microsomes, but underprediction is still the likely outcome. The case of AZT appears to be an exception to this rule, as in vivo clearance values were well-predicted with hepatocytes (206). The use of either microsomes or recombinant UGT2B7 also
appears to underpredict the in vivo magnitude of the inhibitory interaction between fluconazole and AZT by 5- to 10-fold (206). However, when 2% bovine serum albumin (BSA) is added to either system, there is an 85% decrease in the $K_i$ value, which results in a much improved prediction of the in vivo interaction (206). The effect of BSA is not due to nonspecific binding, but the exact mechanism remains to be elucidated.

The kinetic properties of UGT enzymes are possibly influenced by the formation of homo- and heterodimers among UGT enzymes and by the formation of heterodimers with other microsomal enzymes such as various CYP enzymes or epoxide hydrolase (206). For instance, it has been demonstrated that the ratio of morphine 3-glucuronide to morphine 6-glucuronide formed by UGT2B7 is altered by the presence of CYP3A4 (206). It is not known whether dimerization between UGT2B7 and CYP3A4, if it occurs, also alters the substrate specificity of other individual UGT enzymes, which would have implications for studies designed to determine the substrate specificity of recombinant enzymes, which are invariably expressed individually. Additionally, there is currently no universally accepted method to quantify UGT enzymes in a recombinant preparation, which precludes the accurate determination of relative activity factors, as for recombinant CYP enzymes. Finally, post-translational modifications to UGT enzymes that occur in vivo in humans (e.g., phosphorylation and N-glycosylation) may not occur in the cell expression system chosen to produce the recombinant UGT enzymes (i.e., bacterial systems), which can impact activity in a substrate-dependent manner (206). All of these findings suggest that the use of recombinant human UGT enzymes may not provide accurate indications of the extent to which a given UGT can glucuronidate a given drug candidate.

An additional consideration that must be made for UGT reaction phenotyping studies that does not need to be made for CYP reaction phenotyping studies is the potential for a drug candidate to be converted to an N-carbamoyl glucuronide, which cannot be observed in vitro under typical incubation conditions. Some primary amines, or the demethylated metabolites of secondary and tertiary amines, such as carvedilol, sertraline, varenicline, mofegiline, garenoxacin, tocainide, and sibutramine, among others, have been reported to be converted to N-carbamoyl glucuronides (209–215). However, marked species difference have been found in the formation of N-carbamoyl glucuronides, and humans have only been found to produce these conjugates from even fewer drugs, including varenicline, sertraline, and mofegiline. To form this type of conjugate in vitro, the incubation must be performed under a CO$_2$ atmosphere, and include a carbonate buffer. Although not directly demonstrated, it has been hypothesized that a transient carbamic acid intermediate is formed by the interaction of the amine with the dissolved CO$_2$, followed by its glucuronidation (215). Since the intermediate is not stable, the hypothesis that UGT also catalyzes the formation of the carbamic acid cannot be disproved. However, in the case of varenicline and sertraline, it is predominantly UGT2B7 that forms the N-carbamoyl glucuronide, which also conjugates various carboxylic acids.
Given that the in vitro formation of N-carbamoyl glucuronides occurs only under special incubation conditions that are not typically employed, it is possible that many other primary and secondary amines or their oxidative metabolites can be converted to such conjugates but have not been detected because of the unusual incubation conditions required to support their formation. If one or more N-carbamoyl glucuronide conjugates of a new drug candidate are discovered in vivo, it may be worthwhile to utilize incubation conditions that will support the formation of such glucuronides in vitro.
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I. INTRODUCTION

The activity of transporters is now widely accepted as an important determinant of drug disposition. Certainly one major reason that transporters have become a key area of research that continues to grow involves the efflux pump, P-glycoprotein (P-gp). The transporter was initially discovered by Juliano and Ling as a transmembrane (TM) protein that was overexpressed in Chinese hamster ovary (CHO) cells treated with various chemotherapeutic agents that had become resistant to these cytotoxic drugs (1,2). In several cancerous tissues, overexpression of this protein is often associated with conferring the multidrug resistance (MDR)
phenotype that involves insensitivity to a variety of structurally unrelated cytotoxic compounds, some of which the MDR cell had not been previously exposed to. The ‘‘P’’ in P-gp stands for permeability, as this efflux transporter was found to reduce the permeability of a wide variety of chemically unrelated cell permeable substrates. Subsequent to the recognition of P-gp’s role in cancer, P-gp was found to be expressed in many normal tissues, namely, epithelial and endothelial barrier tissues (3,4). In this capacity, P-gp provides a biochemical mechanism to modulate the trafficking of endogenous compounds and drugs across these barriers, and this activity has been shown to influence the disposition of these compounds. Since the recognition of its role in limiting the oral absorption of certain drugs (5–10), P-gp has emerged as an important determinant of the oral bioavailability of drug molecules. Additionally, P-gp is known to be a critical determinant of the distribution of its substrates, particularly to organs protected by blood-tissue barriers such as the central nervous system (CNS) (11,12). For certain substrates, P-gp has been shown to be a determinant of elimination, playing a role in renal and biliary excretion (13,14). Recently, it has been shown that P-gp efflux activity can have a profound influence on the extent of metabolism (15–18). In addition to influencing a substrate’s disposition, it has recently been demonstrated that changes to P-gp efflux can cause clinically significant drug-drug interactions (DDIs) (19,20). These findings and many others have clearly demonstrated the importance of P-gp in disposition. For these reasons, the elucidation of P-gp’s role in disposition continues to be a key scientific goal in drug discovery and development and in the further understanding of clinically used therapies that are substrates for this important efflux transporter.

Extensive multidisciplinary studies have been conducted in an attempt to understand P-gp, and significant progress has been made. Furthermore, the knowledge gained from the study of P-gp has been invaluable in aiding the understanding of how other recently discovered transporters affect the disposition of their substrates. Salient knowledge key to understanding P-gp has been gained from the molecular level to the clinic. The scope of this chapter is to provide context and information about P-gp along this continuum. The purpose of this work is to facilitate the understanding of P-gp as it relates to drug disposition, i.e., absorption, distribution, metabolism, and excretion (ADME). Additionally, a review of the methodologies used to understand P-gp efflux and its role in disposition including DDI is provided.

II. P-gp AND OTHER EFFLUX TRANSPORTERS

A. P-Glycoprotein

P-gp was initially discovered by Juliano and Ling as a TM protein, which was overexpressed in CHO cells that had acquired resistance to the effects of cytotoxic drugs (1,2). In several cancerous tissues, overexpression of P-gp often is associated with conferring the MDR phenotype that involves cellular insensitivity to a variety
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of structurally unrelated cytotoxic compounds; many of which the cancerous cell has never been exposed to. Indeed, the substrate specificity of P-gp is quite broad and encompasses compounds from various chemical classes. More recently, it has been recognized that P-gp is constitutively expressed in many normal tissues, namely epithelial and endothelial barrier tissues, where it provides a biochemical mechanism to modulate the trafficking of endogenous compounds and xenobiotics across these barriers. The broad substrate specificity of P-gp, its location in endothelial and epithelial tissues within many organs, and its transport activity can potentially make P-gp an important determinant of the ADME of its substrates. The following sections provide information about P-gp (and other efflux transporters), which may aid in further understanding of how this important transporter can ultimately affect drug disposition in patients.

1. Nomenclature

Genetic analysis has revealed the existence of multiple MDR mammalian genes (21). Members of the MDR gene family can be divided into three classes (Table 1) on the basis of sequence homology (22). Two nomenclatures exist to describe these genes; the legacy system (MDR) and a more recent system implemented for ATP binding cassette (ABC) transporters (see Table 2). In humans, the genes are denoted as MDR1 (class I) (23,24) and MDR3 (class III), or ABCB1 and ABCB4, respectively (25,26). In mice, the genes are denoted as mdr3 (mdr1a, class I), mdr1

Table 1 Nomenclature and Function of Mammalian P-gp Gene Family

<table>
<thead>
<tr>
<th>Species</th>
<th>Member</th>
<th>Function</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>MDR1 (ABCB1)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>MDR</td>
<td>23,24</td>
</tr>
<tr>
<td></td>
<td>MDR2/3 (ABCB4)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Phosphatidylcholine translocation</td>
<td>25,26</td>
</tr>
<tr>
<td>Mouse</td>
<td>mdr3 (mdr1a)</td>
<td>MDR</td>
<td>27–29,35</td>
</tr>
<tr>
<td></td>
<td>mdr1 (mdr1b)</td>
<td>MDR</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mdr2</td>
<td>Phosphatidylcholine translocation</td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td>mdr3</td>
<td>MDR</td>
<td>455</td>
</tr>
<tr>
<td></td>
<td>mdr1</td>
<td>MDR</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>mdr2</td>
<td>Phosphatidylcholine translocation</td>
<td></td>
</tr>
<tr>
<td>Hamster</td>
<td>Pgp1</td>
<td>MDR</td>
<td>21,22,31,446</td>
</tr>
<tr>
<td></td>
<td>Pgp2</td>
<td>MDR</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pgp3</td>
<td>Phosphatidylcholine translocation</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>In the new nomenclature system, human MDR1 and MDR2/3 are named ABCB1 and ABCB4, respectively.

*Abbreviation:* MDR, multidrug resistance.
Table 2  Comparison Between Human MDR1 and MRP1

<table>
<thead>
<tr>
<th></th>
<th>MDR</th>
<th>MRP1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family member</td>
<td>MDR1 and MDR3</td>
<td>MRP1, MRP2, MRP3, MRP4, MRP5, MRP6</td>
</tr>
<tr>
<td>Protein chemistry</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amino acid residues</td>
<td>1280</td>
<td>1531</td>
</tr>
<tr>
<td>Molecular weight (kDa)</td>
<td>~170</td>
<td>~190</td>
</tr>
<tr>
<td>Glycosylation sites</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>TM domains</td>
<td>12</td>
<td>17</td>
</tr>
<tr>
<td>Extracellular N-terminus</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Molecular biology</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Locus on chromosome</td>
<td>7q21.1</td>
<td>16p13.12-13</td>
</tr>
<tr>
<td>Gene expression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In normal tissues</td>
<td>Adrenal cortex, liver,</td>
<td>High in lung, bladder,</td>
</tr>
<tr>
<td></td>
<td>kidney, intestine, brain,</td>
<td>spleen, thyroid, testes,</td>
</tr>
<tr>
<td></td>
<td>testes, placenta,</td>
<td>adrenal gland, low in</td>
</tr>
<tr>
<td></td>
<td>lymphocytes</td>
<td>kidney, stomach,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>liver, colon</td>
</tr>
<tr>
<td>In tumor tissues</td>
<td>High in colon, renal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>and adrenal carcinomas,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>rarely in lung and gastric</td>
<td></td>
</tr>
<tr>
<td></td>
<td>carcinomas</td>
<td></td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Calcium channel blockers</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(verapamil)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Immunosuppressants</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(cyclosporin A)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Anthracycline (doxorubincin)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Vinca alkaloids (vincristine)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Calmodulin antagonists</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(trifluoperazine)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Toxic peptides (valinomycin)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Steroids (tamoxifen)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Glucuronide conjugates</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Glutathione conjugates</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Sulfate conjugates</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Others</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Colchicine</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Taxol</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Digoxin</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Heavy-metal oxyanions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Substrates and Inhibitors</td>
<td>Inhibitors</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PSC833, GF120918</td>
<td>Genestein</td>
</tr>
</tbody>
</table>

Abbreviations: MDR, multidrug resistance; MRP, MDR-associated protein; TM, transmembrane.
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(mdr1b, class II), and mdr2 (class III) (27–29). In rats, the genes are denoted as mdr3 (class I), mdr1 (class II), and mdr2 (class III) (30). In hamster, these genes are named ppg1 (class I), ppg2 (class II), and ppg3 (class III) (23,31). In pigs, five members of the P-gp superfamily have been identified—four class I genes and one class III gene (32). In addition, P-gp was also cloned from monkeys (Rhesus, Cynomolgus, and African green) and dogs, with amino acid residue identity as high as 96% and 90%, respectively. Their DNA and protein sequences are available from National Center for Biotechnology Information.

It has been shown experimentally that only the class I and class II (human MDR1, rodent mdr3 and mdr1) confer the MDR phenotype (24,27,28,33,34). The human MDR3 and rodent mdr2 genes encode a protein expressed in the bile canalicular membrane that translocates phosphatidylcholine from the inner to outer leaflet of this membrane (35,36). In this chapter, only the gene products conferring the MDR phenotype will be discussed as the activities of these proteins can influence drug disposition.

2. Endogenous Expression

P-gp is constitutively expressed in nearly all barrier tissues. Techniques involving Northern blots (37) or Western blots with monoclonal antibodies such as C219 (38) and MRK 16 (39) have been used extensively to determine the tissue distribution of P-gp. It is expressed in adrenal cortex, kidney, liver, intestine, and pancreas; endothelial cells at blood-tissue barriers, namely, the CNS, the testis, and in the papillary dermis (3,4,38,40,41). P-gp displays specific subcellular localization in cells with a polarized excretion or absorption function. More specifically, P-gp is found at the apical (AP) canalicular surface of hepatocytes, in the AP membrane of the columnar epithelial cells of colon and jejunum, and the AP brush border of the renal proximal tubule epithelium (3,4,40–42). In endothelial cells, P-gp is located in the luminal membrane (4,43).

3. Physiological Functions

The tissue-specific expression and cellular localization of P-gp has provided some insight regarding its physiological function and roles in pharmacology. Borst and Schinkel (44), Borst et al. (45), and Lum and Gosland (46) have postulated several likely physiological functions of P-gp. P-gp protects against the entry of exogenous toxins ingested with food, evidenced by expression in small intestine, colon, and blood-tissue barrier sites. It extrudes or precludes entry of toxic compounds from the CNS and testis (4,43). Indeed, literature is replete with examples of how P-gp-mediated efflux activity from barrier-forming cells affects the disposition of its substrates. P-gp excretes toxins or metabolites, as evidenced by its expression in liver canalicular membrane and kidney (47). Recently, evidence has been reported to show how P-gp-mediated efflux can make intestinal secretion a potential mechanism for drug elimination (5,9,10,48). P-gp is expressed in adrenal gland and it was demonstrated that it transports steroid
hormones such as cortisol, corticosterone, and aldosterone (49). P-gp extrudes polypeptides and large macrocyclic molecules, as seen by the ability of P-gp to efflux cyclosporin A and tacrolimus (50,51). P-gp activates endogenous chloride channel activity. P-gp itself is not a volume-sensitive chloride channel; however, P-gp has been shown to play an indirect role in chloride channel activation. P-gp also enhances the ability of cells to downregulate their volume through modulation of volume sensitivity of the chloride channel in a manner independent of its ATPase activity (52,53).

B. Other Efflux Transporters Known to be Important to Drug Disposition

1. MDR-Associated Protein

In addition to P-gp, MDR-associated protein (MRP) also plays an important role in MDR of cancer therapy and in affecting the behavior of other drug substrates. The MRP proteins are a relatively large protein family consisting of at least nine members, MRP1, MRP2, MRP3, MRP4, MRP5, MRP6, MRP7, MRP8, and MRP9, each with diverse specificities, structure, and function (54–60). MRP1, encoded by ABCC1 gene, consists of 1531 amino acid residues, with a molecular weight of 190 kDa. Like P-gp, MRP1 is glycosylated posttranslationally (at two sites vs. one site seen for P-gp) and thus the actual molecular weights are greater than those predicted from the primary sequences of amino acid residues. The amino acid sequences for P-gp and MRP2 show only 15% similarity (61). Other differences in their protein structure include different numbers of TM domains (12 for MDR1 and 17 for MRP) and different orientation of their N-termini.

The differential expression of MDR1 and MRP in various tissues suggests that they may have different physiological functions and that they may play different roles in the pharmacology and toxicology of their substrates. P-gp is expressed in the AP membranes of certain normal human tissue cells and in tumor cells as described above. Pharmacologically, P-gp plays a role in preventing intestinal drug absorption, brain entry, and in eliminating drugs by excretion into bile and urine. MRP1 is extensively expressed in lung (bronchial epithelia), bladder, spleen, and testes (haploid spermatid), but to a lesser extent in kidney, stomach, liver, and colon (62–64). Unlike P-gp, MRPI is found in the basolateral (BL) membranes of cells (65).

Both P-gp and MRP1 exhibit broad but different spectrums of substrate specificity. Generally speaking, P-gp transports hydrophobic compounds and MRP1 effluxes hydrophilic chemicals. For example, P-gp transports hydrophobic molecules that often possess a positive charge, a nitrogen group, and an aromatic group, whereas MRP1 has been shown to transport heavy metal oxyanions, glutathione conjugates, glucuronide conjugates, and sulfate conjugates (the reader is cautioned that these are very general characteristics regarding P-gp and MRP1 substrates and numerous deviations exist in each case). Despite their very different
substrate selectivity, they do exhibit some overlap in their activity toward some substrates. As listed in Table 2, verapamil, cyclosporin A, doxorubicin, vincristine, and tamoxifen are examples of substrates for both P-gp and MRP1 protein.

MRP2, previously referred to as canalicular multispecific organic anion transporter (cMOAT), is an important ABC transporter and consists of 1541 amino acid residues, encoded by ABCC2 gene (66–68). This AP membrane bound transport protein is highly expressed in the canalicular membrane and is also present in intestine, kidney, and the blood-brain barrier (BBB) (66–70). MRP2 plays a critical role in the biliary excretion of certain endogenous anionic compounds and many xenobiotics. Bilirubin glucuronide, for example, is excreted into bile via MRP2. Many drugs and their glucuronide, glutathione, and sulfate conjugates are substrates of MRP2 (66–70). MRP2 deficiency causes hyperbilirubinemia in humans (Dubin-Johnson syndrome) as well as in TR−/− rats and Eisai hyperbilirubinemic rats (EHBR) (67,70–72). Biliary excretion of methotrexate is markedly inhibited by MRP2 inhibitors such as probenecid (73) and becomes insignificant in EHBR (69). MK-571 is an inhibitor of MRP2, with IC50 in a range of 4 to 16 μM (74–76), which is frequently used as a probe for this transporter. Readers are cautioned that the inhibitory activity of MK-571 toward all MRP isoforms has not been elucidated, but there is no reason to believe that it is selective for MRP2 to the exclusion of other MRPs.

2. Breast Cancer Resistance Protein

Breast cancer resistance protein (BCRP), also known as placenta-specific ABC transporter (ABCP) and mitoxantrone resistance protein (MXR), is the product of the ABC half-transporter gene ABCG2. Initially, BCRP was isolated from a multidrug resistant human breast cancer cell line (MCF-7/Adr Vp) (77–81). The human ABCG2 gene is located on chromosome 4q22, contains 16 exons and 15 introns, and encodes 655 amino acid residues with molecular weight of 72 kDa (77,79,81,82). BCRP has been proposed to have six putative TM domains, four potential glycosylation sites, and one nucleotide-binding domain (NBD) (79,83,84). Furthermore, BCRP is only about half in size compared with other ABC transporters, and it is believed to function as a dimer bridged by disulfide bonds (85,86), which is different from other ABC transporters such as P-gp and MRP2.

BCRP expression is high in placenta and hematopoietic stem cells, while low in small intestine, colon, hepatic canalicular membrane, breast, venous, and capillary endothelium (82,84,87). Since BCRP is highly expressed in placental syncytiotrophoblast, it has been speculated that this transporter may play a significant role in protection of fetus from toxic xenobiotics (88). Notably, BCRP is expressed in lactating, but not virgin and nonlactating, mammary gland epithelia of mice, cows, and humans, suggesting that BCRP may play a critical role in secreting certain drugs into the human milk (89). For example,
nitrofurantoin (an antibiotic commonly prescribed to lactating women suffering from urinary tract infection) is actively secreted into human milk, likely via BCRP-mediated transport (90).

The substrate specificity of BCRP is relatively broad, including some endogenous chemicals such as estrone sulfate, antitumor drugs such as mitoxantrone, topotecan, prazosin, and polyglutamated methotrexate, nucleoside reverse transcriptase inhibitors such as zidovudine and lamivudine, and others such as statins (84). Many chemicals are now reported to inhibit BCRP, including fumitremorgin C, Ko143, GF120918, cyclosporin A (84). Interestingly, BCRP shares some substrates as well as inhibitors with P-gp and MRPs. BCRP has been reported to affect oral absorption, distribution across BBB and blood-placenta barrier, and elimination via hepatobiliary as well as milk secretion [summary by Xia et al. (84)]. Furthermore, the polymorphisms of BCRP could significantly contribute to interindividual differences in response to some drugs in the clinic.

3. Bile Salt Export Pump

Bile salt export pump (BSEP) is a 160-kDa ABC transport protein encoded by ABCB11. Since it is closely related to P-gp, it is also known as sister of P-gp. Recent results have suggested that BSEP is the major canalicular BSEP expressed in mammalian liver, and therefore, the major determinant of bile salt dependent bile flow (91,92). The expression of BSEP [determined by real-time reverse transcriptase-polymerase chain reaction (RT-PCR)] is high in the liver, and significant in the brain gray cortex and large gut mucosa, but was not detected in the kidney or BBB (93). The subcellular distribution of BSEP in the liver (determined by immunofluorescence and immunogold labeling experiments) appears to be localized to the canalicular microvilli and to subcanalicular vesicles (94). BSEP appears to be important in the biliary secretion of taurocholate, taurochenodeoxycholate, tauroursodeoxycholate, glycholate, and cholate (94).

Although BSEP is related to P-gp, its substrate specificity is different. The actions of BSEP on several known P-gp substrates were examined by expressing BSEP cDNA in LLC-PK1 and MDCKII cells. Cells expressing BSEP displayed decreased uptake of taurocholate and vinblastine compared with control cells, and the accelerated efflux of vinblastine was observed in the cells (95). BSEP has no effect on the uptake of the P-gp substrates vincristine, daunomycin, paclitaxel, digoxin, and rhodamine 123, but did cause an efflux of calcine acetoxymethyl ester (calcine-AM). The transport of calcine-AM via BSEP-mediated efflux was not inhibited by the P-gp inhibitors cyclosporin A or reserpine, but was inhibited by ditekiren (a linear hexapeptide). The involvement of this protein in drug transport has only recently been explored and its role in drug elimination will become clearer as more studies are performed to address the significance of BSEP-mediated efflux of drugs.
**The Role of P-Glycoprotein in Drug Disposition**

Table 3  Examples of Overlapping Substrate and Inhibitor Specificity Among ABC Transporters

<table>
<thead>
<tr>
<th>Substrate</th>
<th>P-gp</th>
<th>MRPs</th>
<th>BCRP</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doxorubicin</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>456</td>
</tr>
<tr>
<td>Pravastatin</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>102</td>
</tr>
<tr>
<td>Saquinavir</td>
<td>X</td>
<td>X</td>
<td></td>
<td>457</td>
</tr>
<tr>
<td>Vinblastine</td>
<td>X</td>
<td>X</td>
<td></td>
<td>456</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inhibitor</th>
<th>P-gp</th>
<th>MRPs</th>
<th>BCRP</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclosporin A</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>458</td>
</tr>
<tr>
<td>GF120918</td>
<td>X</td>
<td></td>
<td>X</td>
<td>84</td>
</tr>
<tr>
<td>MK-571</td>
<td>X</td>
<td></td>
<td></td>
<td>76</td>
</tr>
</tbody>
</table>

**Abbreviations:** ABC, ATP binding cassette; P-gp, P-glycoprotein; MRPs, MDR-associated proteins; BCRP, breast cancer resistance protein.

**C. P-gp Substrates and Inhibitors**

It is well established that the substrate specificity of P-gp is quite broad with respect to both chemical structure and size (Table 2). The structural diversity of P-gp substrates (and inhibitors) is so broad that it is difficult to define specific structural features that are required for the substrates/inhibitors of P-gp. However, some of the properties that are shared by many P-gp substrates include the presence of a nitrogen group, aromatic moieties, planar domains, molecular size \( \geq 300 \text{ Da} \), presence of a positive charge at physiological pH, amphipathicity, and lipophilicity (96–100). Substrates and inhibitors of P-gp can be found within the same chemical classes (101). All P-gp substrates and modulators show moderate to high lipophilicity (have high membrane partition coefficients). However, significant differences have been shown for the membrane diffusion properties of substrates versus inhibitors (101). Although several structure-activity relationships have been constructed in attempts to elucidate structural requirements for P-gp substrates, the ability to predict P-gp substrate specificity or inhibitory potency a priori, remains limited. Notably, P-gp has been found to share a number of substrates and inhibitors with other ABC transporters (Table 3) as well as solute carriers such as organic anion-transporting polypeptides (OATPs) (102). Therefore, caution should be taken in experimental designs and data interpretation. The reader is directed to the following excellent references for further discussion of substrates and inhibitors (96–100,103).

**D. P-gp Biochemistry**

An exhaustive and thorough review of P-gp biochemistry is beyond the scope of this chapter and the reader is directed to the following excellent reviews on this subject for further information (104–110). It is however important to understand
key aspects of P-gp and its function on the molecular level to better understand how P-gp may influence disposition. A discussion of these is presented in the following sections.

1. Protein Structure and Transport Mechanisms

P-gp is a member of the superfamily of transporters known as ABC transporters (107). To date, more than 200 membrane transporters have been identified as members of the ABC transporter family, and this family includes the sodium potassium ATPase, the calcium ATPase, and the outwardly rectifying chloride ion channel, CFTR (107). The general architecture of ABC transporters includes four major domains, two membrane bound domains, each with six TM segments, and two cytosolic ATP-binding motifs commonly known as the Walker A and B domains, which bind and hydrolyze ATP (also known as the NBDs (Fig. 1) (104,106). There is a high degree of homology among many of the ABC transporters with certain structural features conserved between highly related members of the family, most notably the NBDs. Attempts to extrapolate the information known to other ABC transporters has not been successful and is likely due to the differences in substrate-binding domains.

All four domains of mammalian P-gp are encoded by one gene (106), and the human MDR1 gene product consists of 1280 amino acid residues with a large degree of homology between a carboxy half and an amino half (23,111). Both terminal halves must be present and act in a cooperative manner for maximal activity (112,113). Each homologous half contains a hydrophobic membrane-associated domain, consisting of approximately 300 amino acids, and a hydrophilic NBD also consisting of approximately 300 amino acids (104,111,114,115).

Figure 1  Model of human P-gp derived from sequence analysis (23). TM domains 5, 6, 11, and 12 are thought to compose the binding site(s) (104). Abbreviations: P-gp, P-glycoprotein; TM, transmembrane.
Furthermore, many chemotherapeutic drugs or chemosensitizers do not inhibit P-gp via prevention of ATP binding, which suggests that separate ATP- and drug-binding sites exist (Fig. 1) (111). The molecular weight of P-gp is 120 to 140 kDa preglycosylated and 160 to 180 kDa in glycosylated form; size depends on cell type and species (116,117). The first extracellular loop of P-gp contains N-linked carbohydrate moieties that are postulated to contribute to proper folding and routing and stability of P-gp within the plasma membrane rather than influencing function or ATPase activity (116–124). Mature P-gp is phosphorylated by multiple kinases, including protein kinases A and C and perhaps by serine threonine kinase at a cluster of maximally four serine residues located in a central cytosolic linker region connecting the homologous halves (125,126). It is currently poorly understood how the degree of P-gp phosphorylation may affect efflux activity (125–127). P-gp can exist as a monomer, dimer, or higher order oligomer (128).

Multiple studies have provided significant evidence that P-gp directly effluxes its substrates in the manner of a primary ATPase (107). The most convincing evidence comes from the studies with acetoxymethyl esters of fluorescent dyes, fluorescently labeled daunorubicin, and the measurement of structural changes associated with substrate efflux (111,129). Early hypotheses suggested that the broad substrate specificity of P-gp was the result of P-gp’s ability to change physical parameters of the surrounding medium such as modifying pH or by influencing the osmotic gradient similar to a chloride ion channel or an ATP channel (130,131). This latter hypothesis has been refuted with clear experimental results (132).

Substrates bind to P-gp while they are associated with the plasma membrane; this process is possibly the most important aspect of P-gp-mediated efflux activity to appreciate. By using fluorescent dye esters, it was shown that P-gp interacts with its substrates within the plasma membrane. As these dye esters cross the membranes, esterases quickly hydrolyze the esters to their free acid form in the cytoplasm. Cells expressing P-gp showed no accumulation of the free acid dye in the cytoplasm clearly illustrating that P-gp can efflux substrates directly from the membrane (129). Additionally, P-gp can bind to substrates at the inner leaflet—cytosolic interface as demonstrated in studies with the P-gp substrate rhodamine 123 (133). It was shown that P-gp does not influence drug concentration in the exofacial leaflet (134), thus implying that P-gp only binds compounds from either within the inner leaflet or at the inner leaflet—cytosolic interface. These findings clearly show that the behavior of the substrate/inhibitor within the lipid barrier is likely to be a primary determinant of P-gp-mediated efflux activity. This separates P-gp from traditional transporters in which binding of the substrate to the active site in an enzyme-like fashion is the primary determinant of transport activity.

Two models have been developed to describe P-gp’s unique transport activity. Higgins and Gottesman have postulated that P-gp acts as a hydrophobic vacuum cleaner, clearing the plasma membrane of substrates before they enter
the cytoplasm (104,135). This hypothesis serves to explain two deviations from the classical transporter model. First, by acting to remove substrates directly from the membrane, the primary determinant of substrate specificity is the ability of the drug to interact with the plasma membrane, and the secondary determinant would be the ability of the drug to interact with the protein itself. This serves to explain the broad substrate specificity of P-gp and why nearly all P-gp substrates are lipophilic. The second deviation is often associated with the kinetics of transport. It is usually quite difficult to correlate the initial rate of drug efflux with drug concentration in MDR cells. The vacuum cleaner model hypothesizes that the actual concentration seen by the transporter would not correspond to the concentration of drug used in the experiment, but actually would depend on the ability of the drug to partition into the lipid bilayer as well as the lipid composition of the membrane (104,135). The second widely accepted model builds on the vacuum cleaner model to explain how P-gp actually translocates substrates. It has been proposed that P-gp acts like a flippase to “flip” substrates from the inner leaflet to the outer leaflet or aqueous space (135). According to this model, the concentration of the substrate in the outer leaflet and the extracellular space is in equilibrium. There also exists an equilibrium between the inner leaflet and the cytoplasm, and finally an equilibrium exists between the leaflets of the plasma membrane. The pump would create a gradient by flipping the substrate from the inner to outer leaflet, and thus force the substrate to partition from the outer leaflet into the extracellular space. Further rationale for this model is given by the large degree of homology (75%) seen between the MDR1 and three gene products, and postulation that these proteins may act similarly. MDR3 activity involves translocation of phospholipids between the membrane leaflets (25,136,137).

2. Binding Sites

Several studies have been performed to identify the specific regions of P-gp involved in drug transport. Photoaffinity labeling with azidopine or azidoprazosin and numerous mutational analyses have shown that P-gp’s binding site is located in two regions, TM 5 and 6, and TM 11 and 12 (104,110,138–140). The amino acid sequence of TM segments 5, 6, 11, and 12, which compose the binding pocket, contain several aromatic side chains shown to be important in binding and transport of substrates (138). P-gp contains a high amount of aromatic amino acids compared with other ABC transporters, and these residues are highly conserved across species (105). The aromatic and hydrophobic amino acid residues in the binding region of P-gp are thought to comprise a hydrophobic channel that provides binding sites for substrates with P-gp (108,115). This channel reduces the interactions of the substrates of P-gp with the lipid bilayer, thus making substrate transport across the membrane more energetically favorable (141). The proposed involvement of several aromatic rich segments (located in the binding regions, TM 5, 6, 11, and 12) in drug binding and
transport are thought to give P-gp the conformational flexibility needed to interact with several chemically unrelated substrates of various sizes and shapes (108). These results have led to the most widely accepted current hypothesis, which states that amino acid residues of both N- and C-terminal halves of P-gp interact and cooperate to form one major drug interaction pore capable of accommodating two small compounds to one large compound (110,115,138). This model allows multiple sites for drug recognition and rationalizes the findings that show different classes of drugs bind to different, possibly allosterically coupled, regions within P-gp (142–144). Indeed several pharmacological studies have shown differential drug interactions with P-gp with respect to binding affinity and capacity and ATP activity (145–148). Evidence has shown that P-gp transport activity toward certain compounds can be increased in the presence of other P-gp substrates, perhaps by some unknown allosteric mechanism (149). Using equilibrium and kinetic radioligand binding techniques, it has been shown that a minimum of four distinct drug-binding regions exist for P-gp—three sites were identified as transport sites and one was identified as a modulatory site (150,151). Findings around multiple binding sites along with the nature of the P-gp drug-binding TM domains have led Loo and Clarke to propose a “substrate-induced fit” mechanism that accounts for the complexity and near compound-dependent nature of P-gp-binding sites and resultant effects on transport activity (152). Rather than a static drug interaction pore, Loo and Clarke hypothesize that the substrate could create its own binding pocket via interaction with key residues in TM domains 5, 6, 11, and 12. In this model, a compound’s affinity for P-gp would depend on the number and types of residues involved in its binding and requires that the TM domains be quite mobile to accommodate a wide range of chemotypes (110). These findings on the nature of P-gp compound binding and resulting activities highlight key points to consider with regards to P-gp’s role in drug disposition and, in particular, potential DDI related to modulation of P-gp activity. The nature of an interaction between two P-gp substrates or a substrate and inhibitor may be unique. Therefore, caution must be exercised when trying to extrapolate how the substrate/inhibitor may interact to an untested substrate/inhibitor.

3. Mutations and Impact on (In Vitro) Function

A systemic screening for functional polymorphisms of the human Pgp was first carried out by Hoffmeyer et al. (153). So far, a total of 28 single nucleotide polymorphisms (SNPs) have been identified at 27 positions on the MDR1 (ABCB1) gene. Among them, polymorphism in wobble position of exon 26 (C3435T, a silent point mutation) and in exon 21 (G2677T/A, Ala893Ser/Thr) of MDR1 are believed to link to duodenal expression levels and function of P-gp. In homozygous (3435TT) individuals, a significantly lower duodenal P-gp expression has been linked to the higher plasma levels of digoxin (153,154) and tacrolimus (155,156), clopidogrel absorption, and thereby active metabolite
formation (157), and nortriptyline-induced postural hypotension (158). In addition, C3435T is also reported to be a risk factor for certain diseases, including renal neoplasms (159), Parkinson disease (160–164), inflammatory bowel disease (165,166), refractory seizures (167), and HIV infection (168). The rate of Caucasian individuals who are homozygous carriers of 3435TT with functionally restrained P-gp is about 24–29% (153,169). Notably, this mutation is markedly influenced by ethnicity (170,171). However, the reports are not always consistent regarding the effect of C3435T mutation on subsequent expression level and the exposures of P-gp substrates. For example, some reports indicated that C3435T mutation did not affect P-gp expression level in the intestine, nor on the disposition of talinolol, loperamide, and fexofenadine in humans (172–175). Therefore, the haplotype analysis of the gene should be included, and the clinical trials must be designed properly to avoid misinterpretation (163). In addition to C3435T mutation, G2667T/A mutation may influence the risk of development of lung cancer (176).

4. The Role of the Plasma Membrane in P-gp-Mediated Efflux Activity

Unlike most transporters, the composition and physical state of the plasma membrane and the interaction of the substrate with the plasma membrane are important determinants of P-gp-mediated efflux activity. A discussion of these phenomena is helpful to aid in further understanding of the nature of P-gp efflux activity.

a. Relationship of P-gp-mediated efflux activity to substrate membrane permeability. The permeability of a substrate across a lipid bilayer occurs in three steps, all of which are determined by the structure of the plasma membrane bilayer and the structure of the substrate (101). The first step of permeability involves adsorption (partitioning) of the substrate within the interfacial region of the bilayer. Nearly all P-gp substrates and inhibitors have moderate to high lipophilicity/membrane partitioning coefficients (177,178). Although the complex processes underlying partitioning are not fully understood, several parameters that affect partitioning have been identified. These include the nature of the lipids (where composition of the headgroup and fatty acid structure are important), the physical state of the bilayer, and the composition of the aqueous buffer. The nature of the substrate, with regards to lipophilicity and charge, dictates where in the bilayer the substrate partitions (within the headgroup region or in the fatty acid region) (101).

The site of substrate partitioning in the membrane may affect the access of specific binding sites on P-gp to the substrate (101). Several studies have shown that closely related steroids and 1,4-dihydropyridines noncompetitively interact with P-gp, clearly showing these compounds interact with different binding sites/regions of P-gp (148,179,180). The process of partitioning is further complicated in the case of charged and lipophilic substrates. For basic compounds, the protonated form of these compounds has particularly high partition coefficients because of the electrostatic interactions with zwitterionic or anionic lipids (181). Furthermore, two
forms exist (protonated and unprotonated) for basic drugs, and each is likely to possess a unique partitioning ability into the membrane (182). The proportion of these forms at the membrane depends on the (microenvironment) pH and ionic composition of the aqueous phase, and also on the properties of the membrane, including the dielectric constant and surface potential (183). For compounds with a permanent positive charge, the electrostatic properties of the membrane bilayer suggest that the energetically favorable site of partitioning is at the interface (184,185).

The second step in permeability involves the energetically unfavorable process of TM movement of the substrate from one leaflet of the bilayer to the other through the hydrophobic core of the membrane. This step is rate limiting in permeability and has been shown to be markedly different for P-gp substrates versus inhibitors (177,186–188). Multilamellar vesicles and large unilamellar vesicles have been used to measure the transbilayer movement of both P-gp substrates (doxorubicin, rhodamine 123, vinblastine, taxol, and mitoxantrone) and inhibitors (verapamil, quinine, quinidine, trifluoperazine, and progesterone) (177,188). Substrates were shown to diffuse across these membranes at much lower rates than the inhibitors. It was hypothesized that inhibitors act in a competitive manner to occupy P-gp by crossing the membrane as fast as or faster than efflux can occur. Further evidence for this hypothesis has been presented by the inverse correlation of the rates of diffusion of a series of rhodamine 123 derivatives through model membranes, with the accumulation of these compounds into cells expressing P-gp (186). These studies have provided some insight into how substrate membrane diffusion determines P-gp-mediated efflux activity.

Finally, the third step of substrate permeability across the plasma membrane involves partitioning of the substrate from the opposite interface (desorption). This process involves membrane partitioning and the same factors that determine adsorption also determine desorption; but for desorption versus adsorption, the relationships are reversed (101). It is important to note that because of membrane asymmetry (between inner and outer leaflets) present in all cells, the processes of adsorption and desorption may be vastly different depending on the direction of substrate transport (from external milieu to cytosol or vice versa). Consequently, differences in adsorption and desorption can lead to differences in substrate permeability across inner and outer leaflets, as shown for doxorubicin (189). Indeed, it has been hypothesized that direction of substrate transport may affect how P-gp effluxes its substrates (190).

b. Relationship of substrate binding to P-gp and ATPase activity to the composition and physical state of the plasma membrane. Although for most experimental systems in which P-gp is studied, the state of the plasma membrane remains constant, it is important to understand when differences in the composition and physical state of the plasma membrane can affect P-gp-mediated efflux activity. Differences in the lipid composition of plasma membranes have been shown to affect the binding characteristics of substrates
to P-gp. The importance of the membrane environment on substrate specificity has been illustrated by transfection of P-gp into cells with dissimilar lipid composition (106). The relative ability of P-gp to efflux vinblastine and daunorubicin is reversed when the efflux pump is transfected in insect cells that have different membrane compositions than mammalian cells. The lipid environment directly affects the basal catalytic (ATPase) activity of P-gp and the degree of substrate stimulation (191–195). Contrary to other membrane transporters, P-gp binds ATP and its substrates with higher affinity when the membrane is in the gel state (108); most detergents (at nonsolubilizing concentrations) completely abolish both P-gp ATPase activity and drug binding to P-gp (196,197). The dependence of P-gp ATPase activity and substrate binding on the composition and physical state of the membrane has been clearly shown with studies in which P-gp was reconstituted into proteoliposomes of various lipid content (198). It was observed that the binding affinities of vinblastine, daunorubicin, and verapamil to P-gp were directly correlated to the substrate-lipid partition coefficients determined for each lipid system and that these compounds bound to P-gp with much greater affinity when each lipid membrane was in the gel phase versus the liquid crystalline phase. Stimulation or inhibition of P-gp ATPase activity observed for each lipid composition, in gel or liquid crystalline state, was highly correlated to the binding affinities. From these results, it was concluded that the effective concentration of the substrate in the membrane, determined by substrate-lipid partition coefficient and physical state of the membrane, are important for both the interaction of the substrate with P-gp and the ATPase activity of P-gp. When one system with constant plasma membrane composition is used, it is important to understand that agents that affect the physical state of the plasma membrane (i.e., detergents and membrane fluidizers such as benzyl alcohol, methanol, and ethanol) may significantly alter P-gp-mediated efflux activity.

5. Kinetics and Mechanisms of P-gp

Several reports have shown that the kinetics of P-gp transport activity can be sufficiently described by one-site Michaelis-Menten saturable kinetics (199–206). Where $J_{P-gp}$ is the flux mediated by P-gp transport activity, $J_{max}$ is the maximal flux mediated by P-gp transport activity, $K_m$ is the Michaelis-Menten constant, and $C_t$ is the concentration of substrate present at the target (binding) site of P-gp. When donor concentration is used in place of $C_t$, apparent $K_m$ and $J_{max}$ values are obtained. Binding affinity of the substrate to P-gp and the catalytic (ATPase) activity of P-gp combine to determine $K_m$, and $J_{max}$ is determined by the catalytic (ATPase) activity of P-gp and the expression of P-gp in the system (concentration of P-gp protein). It has recently been noted that since substrates must first partition into the membrane has been shown to produce asymmetric apparent kinetics in polarized cells where AP and BL membrane compositions may be sufficiently different (206).
III. P-gp’s ROLE IN DETERMINING DRUG DISPOSITION OF ITS SUBSTRATES

A. P-gp-Mediated Efflux Activity on the Cellular Level

Within the cell, P-gp can be expressed in several organelles and as such can influence the cellular distribution of its substrates. Studies with tumor cells have shown P-gp expression on the cell surface, in cytoplasmic vesicles, in Golgi apparatus, and in the nuclear envelope (208,209). Within vesicles and in Golgi apparatus, P-gp acts to sequester compounds as the transport is directed within the vesicle. At the nuclear membrane, P-gp acts to restrict access of substrates to the nucleus by directing transport in a cytoplasmic direction. This subcellular localization of P-gp can be an important consideration for P-gp substrates with intracellular targets (208).

The actions of P-gp located on the cell surface that act to restrict substrate access and to enhance elimination via efflux directed from cytoplasm to extracellular milieu are the most widely studied and understood. The remainder of this section will focus on the ramifications of the P-gp activity at the cell membrane level to disposition, which has been shown to be particularly relevant in barrier tissues such as the intestine, BBB, and blood-testes barrier, and in cells of eliminating organs such as hepatocytes and renal tubule cells.

B. Influence of the P-gp-Mediated Efflux Activity on ADME

Much of the information known about the role of P-gp in determining the pharmacokinetic profile of drugs has come from in vivo experimentation. These experiments can roughly be classified into two categories—studies performed in the P-gp-deficient mouse model as pioneered by Schinkel et al. and further findings contributed by other researchers using this elegant model (11,12,14,124,210–220), and those performed to determine the pharmacokinetic parameters of P-gp substrates in normal mice and man (19,48,221–231). These studies have helped to elucidate the overall importance of P-gp in affecting the ADME of its substrates. The following is a brief review of some of the important findings of these studies that have clearly shown how P-gp efflux activity can influence each aspect of drug disposition.

1. Absorption

All orally administered drugs must pass through the gastrointestinal tract to reach the blood and thus pass the barrier formed by the enterocytes in the intestine. For years, low first-pass bioavailability of a drug was attributed mainly to clearance via hepatic metabolism and biliary clearance or incomplete absorption in the intestine due to poor solubility or intrinsic permeability properties. Although these are important factors in determining the overall oral bioavailability of certain
drugs, recent studies have shown that P-gp-mediated efflux may also play a role in attenuating oral absorption of many drug molecules (9,16,217,224,226,232–234). During absorption, P-gp-mediated efflux activity can potentially attenuate the overall bioavailability of its substrates by multiple mechanisms. It can attenuate the rate at which its substrates permeate from gut across intestinal enterocytes (where P-gp is located on AP membrane) into blood thus potentially delaying absorption time, reducing $C_{\text{max}}$, and possibly reducing total exposure [area under the curve (AUC)]. Additionally, P-gp efflux during intestinal absorption may enhance intestinal metabolic elimination, thus indirectly reducing the amount of compound able to reach the bloodstream (details of how P-gp can affect intestinal metabolism are discussed below) (16). In the liver, P-gp is expressed in the canalicular membrane of the hepatocyte and can potentially enhance first-pass biliary excretion of the compound.

It has been shown through studies with mdr1a (−/−) mice and in clinical trials that the mean absorption time, AUC, and maximal plasma concentration ($C_{\text{max}}$) following oral administration of P-gp substrates are affected by apically directed efflux activity of P-gp in the intestine (12,212,216,218,226). For example, the plasma AUC values determined for a 10-mg/kg dose of paclitaxel observed in mdr1a (−/−) mice were indeed several times higher following oral administrations compared with values obtained in wild-type mice (217). The oral bioavailability of paclitaxel was 35% for the mdr1a (−/−) mice versus 11% for the wild-type mice. Similar studies have been performed with other P-gp substrates such as cyclosporin A and fexofenadine; an increased oral absorption of all these substrates was observed in the P-gp-deficient mice (212,235). The effects of P-gp-mediated efflux activity have been shown in studies aimed at elucidating the oral disposition of β-adrenoceptor antagonists. The dose-normalized AUC was found to increase with dose, but the oral clearance was found to decrease with increasing dose (226). These findings were not compatible with the saturable first-pass effect attributable to metabolism. The $t_{\text{max}}$ and mean absorption times of the orally administered P-gp substrate, talinolol, were significantly reduced with coadministration of verapamil. By using verapamil to alter the pharmacokinetic properties (specifically the intestinal absorption) of the β-adrenoceptor antagonist talinolol, it has been clearly shown in an intact model that the absorption of this drug is significantly affected by P-gp present in the intestine (226). Similarly, the nonlinear and limited bioavailability of celiprolol and pafenolol have been shown to be due to the actions of P-gp-mediated efflux activity in the intestine (5,236–238).

P-gp-mediated efflux activity is an important determinant of digoxin oral absorption, and this has been observed from DDIs between digoxin and quinidine, and digoxin and rifampicin. Digoxin absorption is not influenced by first-pass metabolism and any changes to digoxin absorption are thought to be due to changes in the actions of P-gp. The interaction between orally administered quinidine and digoxin results in a dramatic enhancement in digoxin $C_{\text{max}}$ and AUC (239–242). Conversely, treatment with the P-gp inducer, rifampicin, has
been shown to decrease digoxin \( C_{\text{max}} \) and AUC in humans (243). In fact, it was shown that intestinally expressed P-gp (induced by treatment with rifampicin) closely correlated with digoxin AUC in a negative fashion.

The examples above have clearly shown how P-gp efflux can influence absorption. However, it is important to note that P-gp efflux activity does not always dictate these outcomes to a compound’s absorption profile. Absorption is a highly complex multifactorial process in which P-gp can play a part. The magnitude of the effect of P-gp efflux activity on a compound’s absorption profile ultimately depends on the P-gp activity in combination with other critical factors such as solubility, permeability, and metabolism.

2. Distribution

In some instances, P-gp can significantly affect the profile of drug distribution from systemic circulation into organs and tissues, most notably those that possess a specialized blood-tissue barrier such as the brain. Experiments with mdr1a\((-/-)\) mice have shown how P-gp affects the distribution of its substrates into certain tissues (11,12,124,212–219). A few examples are shown below to demonstrate the role played by P-gp in the tissue distribution of drugs.

Some of the most informative results came from a study involving altered distribution of P-gp substrates in mdr1a\((-/-)\) mice. At moderate doses (1 mg/kg) of vinblastine, the concentrations of the parent drug in the heart, muscle, brain, and plasma were 3-, 7-, 20-, and 2-fold higher, respectively, in the mdr1a\((-/-)\) mice compared with the normal mice (results summarized in Table 4) (12). The levels in the other tissues expressing the mdr1a P-gp were two- to threefold higher in mdr1a \((-/-)\) mice (12). At a dose of 6 mg/kg, the differences in tissue distribution were still significant, but reduced, most likely due to saturation of P-gp (12). A 12-fold increase in brain concentration was seen at this dose; plasma and tissue differences of approximately 2-fold were seen (12). The concentration of ivermectin was found to be 87-fold higher in the brain of mdr1a\((-/-)\) mice than that of the wild-type mice. Not surprisingly, compared with the wild-type mice, the mdr1a \((-/-)\) mice displayed an increased sensitivity to ivermectin (100-fold) (12). The effect of P-gp efflux on opioid peptide pharmacodynamics was studied using mdr1a\((-/-)\) mice. The brain tissue concentration of 2,5-d-penicillamine enkephalin (DPDPE) was found to be two- to fourfold higher in the mdr1a\((-/-)\) mice and the dose required to elicit a comparable antinociception was nearly 30-fold lower in the mdr1a\((-/-)\) mice (210). Similar studies have been performed with the P-gp substrates dexamethasone, digoxin, loperamide, and cyclosporin A (212,216,244). The differences seen in plasma and tissue concentrations between the mdr1a-deficient mice and the normal mice differ from drug to drug, but a common theme observed in the mdr1a-deficient mice was the increased tissue accumulation of these substrates (216).

Studies have been performed with normal mice to demonstrate that P-gp efflux activity that limits extravascular exposure is inhibitable. The treatment of
mice with the P-gp inhibitor GF120918 resulted in a 13-fold and 3.3-fold increase in brain and cerebrospinal fluid concentration of amprenavir, respectively, over that in the vehicle-treated mice (245). Also, for loperamide, a 10-fold higher brain uptake was observed in mdr1a(+/−) compared with mdr1a(+/+)
mice. Treatment with quinidine fully abolished this difference (246,247).

These findings of how P-gp limits the disposition of its substrates are critical to elucidate, particularly regarding potential toxicity and CNS exposure. With regards to the former, a change in P-gp efflux activity, either via saturation by substrate, disease state, or inhibition by another compound, can lead to a significant increase in drug concentration in organs normally protected by P-gp. In certain cases, as seen with ivermectin and vinblastine, this increased exposure can significantly increase toxicity that is related to exposure in these organs. With regards to CNS exposure, P-gp efflux liability can be a significant hurdle to the successful development of CNS active agents (11,248).

3. Metabolism

Recent evidence has shown that P-gp can play a role in determining the oxidative metabolism of its substrates that are also substrates of CYP3A. Several factors have led to the observation that P-gp and CYP3A4 may act in concert to determine the oral absorption and bioavailability of drugs. These barrier-forming proteins are colocalized to the AP region of the enterocytes that form the epithelial lining of the small intestine and also in the hepatocytes (249–251). P-gp and CYP3A4 can be induced by many of the same compounds, although it has recently been shown that these proteins are not coregulated (252). It is well known that there exists a large degree of overlap between the broad substrate specificities of P-gp and CYP3A4 (253). Given this fact, it seems reasonable that the combined actions of P-gp and CYP3A4 could account, in some part, for the low oral bioavailability determined for many of these dual substrates.

Until recently, intestinal metabolism via CYP3A4-mediated metabolic pathways was thought to be insignificant because of the lower levels of expression compared with that seen in the liver and slower metabolic rates measured for intestinal microsomes (224). However, similar $K_m$ values have been reported for midazolam 1'-hydroxylation by microsomes obtained in the upper intestine and the liver (254,255). This correlation indicates that the upper intestine and hepatic CYP3A4 are functionally equivalent. Such findings further establish the importance of the intestine in the elimination of orally administered substrates for CYP3A4-mediated metabolic pathways. Additionally, coadministration of substrates/inhibitors that may alter the function of these proteins (induction, inhibition) could further be responsible for the variability in intestinal absorption (drug interactions) seen for some drugs.

The interplay between P-gp and CYP3A4 has been studied extensively, and the results from certain in vitro experiments have suggested the interesting possibility that these two proteins may act in concert (Fig. 2). Studies involving cyclosporin A transport across Caco-2 cell monolayers have shown how the
actions of P-gp and CYP3A4 may act coordinately to enhance the attenuation of AP to BL transport of this drug. It was observed that cyclosporin A metabolism was much greater when the compound was transported in the AP to BL (absorptive) direction than in the BL to AP (secretory) direction (16). It was postulated that the reduction in the AP to BL flux of cyclosporin A caused by apically directed P-gp efflux enhanced the exposure of the compound to CYP3A4, and thus a greater amount of metabolism was achieved (16). It appears that P-gp may be able to increase the susceptibility of some compounds to CYP3A4-mediated metabolic pathways in the intestine (15,16,256–259).

Quantification of the primary metabolites formed in these experiments has also provided some interesting observations. The metabolites of cyclosporin A generated by a CYP3A4-like enzyme were preferentially transported to the AP side, indicating that these metabolites were also P-gp substrates (16). Similar results were obtained in experiments following the metabolism of midazolam as it diffused across Caco-2 cells induced to express CYP3A4 (257). Fisher et al. found that the distribution of 1’-hydroxymidazolam and 4-hydroxymidazolam, two primary metabolites of midazolam generated by the CYP3A4-mediated metabolic pathway, were preferentially transported to the AP compartment regardless of the transport direction of midazolam (257). This is interesting
because midazolam is not subject to polarized efflux, but does interact with P-gp in an inhibitory fashion (260). These results suggest that CYP3A4-mediated metabolism of midazolam makes the P-gp-mediated efflux of this compound (via its metabolites) more efficient. The oxidative metabolism, mediated by CYP3A4, may possibly reduce the passive membrane permeability of the metabolites (e.g., 1′-hydroxymidazolam), thus allowing P-gp to more effectively establish a concentration gradient. Furthermore, the addition of oxygen may act to increase the affinity of P-gp for these metabolites with similar structures. An example of this is the drug-metabolite pair terfenadine and fexofenadine—fexofenadine is known to be a much better substrate for P-gp than terfenadine (261). Making the metabolite a better substrate of P-gp also has consequences for the catalytic activity of CYP3A4. If the efflux of primary metabolites is more efficient than that of the parent, the amount of competing secondary oxidative metabolism will be reduced, and thus the metabolism of the parent will be more complete (262).

In contrast to these findings, several pharmacokinetic models have been published, which fail to predict an increase in CYP3A metabolism due to P-gp efflux (263–266). In fact, some have even predicted that P-gp efflux could decrease the rate of metabolism by effectively decreasing the intracellular concentration of parent drug. This conflict has been experimental, and theoretical results are yet to be resolved; further experimentation is needed to characterize the nature of this interaction (267).

Converse to what has been observed for P-gp and CYP3A activity in the intestine, reports have shown that P-gp efflux activity can act to reduce CYP3A4 metabolism that is primarily hepatically mediated (268). This finding highlights an important caveat for dual substrates—how P-gp and CYP3A4 interact (in concert or opposed) may be tissue or organ specific. Indeed, the role P-gp plays in the intestine to reduce absorption rate is different from that in the liver where it acts as a competing clearance mechanism with CYP3A4, potentially reducing total CYP3A4-mediated metabolism (267).

These findings have raised several interesting questions regarding how these proteins may act in concert to maximize their protective activities. It is not well understood how key parameters (e.g., substrate affinity, protein expression, substrate permeability properties) combine to ultimately determine disposition and, furthermore, how the activity of each affects the other in intestine versus liver. These issues remain as key challenges for both furthering understanding of the determinants of bioavailability and prediction and understanding of potential DDIs.

4. Elimination

In addition to affecting absorption, distribution, and possibly the metabolism of drugs, P-gp can also play a role in hepatic, renal, and intestinal elimination of its substrates (13). The mechanisms of how P-gp acts to make the intestine an
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important route of elimination are only now being appreciated (221). Certain drugs administered by the intravenous route are indeed eliminated to a high degree in the intestine via a process other than biliary excretion (12,48,212,216–218,221,223). The enormous surface area of the intestine (~200 m² in adult man) allows the organ to act as a giant dialysis membrane for drugs as the concentrations in the plasma exceed those in the intestinal lumen, and passive diffusion across the mucosa into the gut lumen can occur (221). Some of the same driving forces that affect the intestinal absorption of drugs also exist for exsorption. Other biochemical and physiological factors that are likely to affect this process include protein binding, blood flow to gut, and specificity for intestinal P-gp-mediated efflux activity. P-gp can affect the rate at which drugs are eliminated from tissues and from the plasma via elimination through the liver, intestine, and/or kidney. The oral, systemic, and tissue clearances (rate of elimination) are affected by P-gp efflux, and thus the terminal half-lives of P-gp substrates may be related to the efflux activity seen in the organism.

The effect of P-gp-mediated efflux activity on excretion has been clearly shown through experiments with vinblastine and paclitaxel in mdr1a(−/−) mice. The results of these experiments have shown how P-gp-mediated efflux activity accelerates tissue clearances and also systemic clearances of its substrates. Additionally, these studies have highlighted the role of the intestine in elimination. While the role of intestinally expressed P-gp in limiting absorption is recognized, these experiments have helped elucidate its role in making the intestine a significant route of elimination.

In normal mice, the elimination of vinblastine in the feces within 24 hours of administration was determined to be approximately 25% of the dose as unchanged drug at two doses (1 and 6 mg/kg) (218). In the mdr1a-deficient mice, the amount of unchanged drug recovered in the feces was reduced to 9.4% for the 1-mg/kg dose and 3.4% for the 6-mg/kg dose (218). The amount of vinblastine remaining in the brain tissue of the P-gp-deficient mice was approximately 1000-ng/g tissue at the 6-mg/kg dose 24 hours after administration, whereas the amount of vinblastine remaining in the brain tissue of normal mice at the same dose was only 22 ng/g tissue (218). The normal mice showed much more rapid elimination of vinblastine from both the plasma and tissue than the mdr1a-deficient mice, and a significant reduction in terminal elimination half-life and reduced clearances of vinblastine were observed for each of these dose levels for the P-gp-deficient mice (12,218).

As seen with vinblastine, clearances of paclitaxel were reduced and elimination of half-life increased in the mdr1a(−/−) mice (217). Nearly 90% of the radioactivity following an IV dose of paclitaxel was recovered in the feces of the wild-type mice, mainly as unchanged drug or hydroxylated metabolites (217). For the mdr1a-deficient mice, a mere 1.5% of the dose was recovered in the feces and approximately 45% of the dose was recovered in the urine as unknown metabolites (217). Following an oral dose (10 mg/kg), 90% of the dose was recovered in feces of the wild-type mice compared with only 2% seen in the
mdr1a deficient mice (217). The levels of the hydroxylated metabolites excreted by the mdr1a deficient mice were not dependent on the route of elimination, whereas in wild-type mice three times as much hydroxylated paclitaxel was collected following an IV dose (217).

The contributions of the mdr1a P-gp to the hepatic and intestinal clearances of paclitaxel, digoxin, vinblastine, and doxorubicin have been determined by comparing the amounts of biliary and intestinal secretion of each drug in wild-type and mdr1a(−/−) mice (Table 4). The amounts of biliary excretion of paclitaxel and the hydroxylated metabolites were not significantly different between the wild-type mice and the mdr1a-deficient mice (217). Further, when the biliary excretion into the intestinal lumen was blocked, nearly three times the amount of a 10 mg/kg IV dose was recovered in the lumen of the wild-type mice versus the mdr1a(−/−) mice within 90 minutes of administration (217). Like paclitaxel, absence of the mdr1a P-gp seems to have a minimal effect on the biliary secretion of digoxin and vinblastine, whereas the intestinal secretion of these compounds is significantly affected (219,269). An opposite situation exists for the intestinal and biliary secretion of doxorubicin. Nearly five times the amount of unchanged doxorubicin was secreted into the bile of the wild-type mice versus the mdr1a(−/−) mice, whereas the intestinal secretion of doxorubicin was approximately equal (~10% of the dose) in both sets of mice (219). These results illustrate that in mice, mdr1a P-gp is active in the intestinal excretion of paclitaxel, digoxin, and vinblastine, and that the mouse liver has the ability to utilize alternate pathways of elimination for these compounds. Conversely, the biliary excretion of doxorubicin in mice appears to be highly dependent on mdr1a P-gp-mediated efflux activity, whereas intestinal mdr1a P-gp plays less of a role in the intestinal excretion of doxorubicin (Table 4) (270).

IV. RAMIFICATIONS OF ALTERING P-gp ACTIVITY: EFFECTS ON DRUG DISPOSITION AND DDIS

As highlighted in section III, P-gp-mediated efflux activity can play a significant role in its substrates’ disposition. Alteration of P-gp-mediated efflux activity can have consequences to these substrates’ disposition. Furthermore, inter- and intrapatient variability in P-gp expression and function can be a potential source of pharmacokinetic variability. The following sections summarize findings following changes to P-gp-mediated efflux activity resulting from coadministration of P-gp substrates and inhibitors and those related to genetic variability in P-gp.

A. Outcomes from Alteration of P-gp Efflux Activity Mediated by Coadministration of Substrates and Inhibitors

The efflux activity mediated by P-gp is a saturable process and as such is subject to interactions between substrates and inhibitors. These interactions, however, can be quite complex. Lin notes that interactions between P-gp
### Table 4  Relative Influence of P-gp on the Biliary and Intestinal Excretion of P-gp Substrates$^a$

<table>
<thead>
<tr>
<th>Drug (dose) (mg/kg)</th>
<th>Plasma level$^b$(ng/mL)</th>
<th>Biliary excretion$^c$ (% of administered dose)</th>
<th>Intestinal excretion$^c$ (% of administered dose)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wild type</td>
<td>mdr1a(+/−)</td>
<td>Wild type</td>
<td>mdr1a(+/−)</td>
</tr>
<tr>
<td>Paclitaxel (5)</td>
<td>289 ± 38</td>
<td>327 ± 44</td>
<td>25.7 ± 4.5</td>
<td>26.6 ± 2.90</td>
</tr>
<tr>
<td>Digoxin (0.2)</td>
<td>125 ± 10</td>
<td>216$^d$ ± 14</td>
<td>24.0 ± 4.8</td>
<td>15.8 ± 2.9</td>
</tr>
<tr>
<td>Vinblastine (1)</td>
<td>NA</td>
<td>NA</td>
<td>26.7 ± 1.3</td>
<td>28.9 ± 2.0</td>
</tr>
<tr>
<td>Doxorubicin (5)</td>
<td>150 ± 22</td>
<td>166 ± 23</td>
<td>13.3 ± 1.7</td>
<td>2.4$^d$ ± 0.3</td>
</tr>
</tbody>
</table>

$^a$Biliary and intestinal excretion of total $[^3]$H label of the drugs (parent and metabolites) in the first 90 minutes after IV bolus administration was determined in the wild type and mdr1a(+/−) mice with a cannulated gallbladder.

$^b$Plasma concentration at t = 90 minutes.

$^c$Data (means ± S.E.) are represented as a percentage of the administered dose.

$^d$p < 0.05 versus wild-type mice.

**Abbreviations:** P-gp, P-glycoprotein; NA, not available.
substrates can result in competitive inhibition, noncompetitive inhibition, and cooperative stimulation (271). Furthermore, these interactions can occur either at transport-binding sites or at ATP-binding domains, as seen with vanadate and cyclosporin A (interacts with transport and binding domains) (144,271–273). This multiplicity of mechanisms makes assessment of interaction difficult and further nearly impossible to predict a priori (271). While it is certain that coadministration of P-gp substrates results in changes to disposition, it is often unclear to what degree these changes may occur as a result of alteration of efflux. Indeed, the overlapping substrate specificity of P-gp and CYPs, namely CYP3A4, has confounded attempts to elucidate the ramifications of P-gp-related interactions (274). A method to deconvolute this relative contribution of interaction of P-gp from CYP3A involves comparing inhibitory potencies toward each protein and relating this to relevant clinical concentrations (274). Finally, P-gp expression can be induced, and this phenomenon has the potential to lead to interactions.

Although a precise understanding of the implications of P-gp interactions is yet to be realized, some insight into how coadministration of substrates and inhibitors interact can be gained from clinical findings. The first area involves attempts to reverse the MDR phenotype via P-gp inhibition. The second area involves reports of DDIs potentially mediated by P-gp. A summary of the findings in each area and conclusions around P-gp interactions that they provide is given below.

1. Clinical Trials with P-gp Modulators

A large area of research has involved determining the possible use of P-gp modulators to reverse the MDR phenotype associated with P-gp-mediated efflux in an attempt to improve the efficacy of chemotherapeutic agents and regimens. Clinical trials have been performed to assess the use of P-gp modulators (i.e., verapamil, cyclosporin A, etc.) to improve the intracellular delivery/efficacy of the chemotherapeutic agents (i.e., doxorubicin, vinblastine, and etoposide). However, the interpretation of the results of these clinical trials involving the use of P-gp inhibitors in an attempt to reverse the MDR phenotype has been complicated by unknown pharmacokinetic interactions between the target cytotoxic drug and the modulator (275). Results obtained from trials with first generation inhibitors have been somewhat disappointing; however, some promising results were obtained in hematolymphoid malignancies (275,276). There are several possible reasons why this line of therapy has not been successful. Difficulties in detecting the MDR1 phenotype in clinical practice, the inability to achieve target concentrations of the modulator, methodology of the trial, and the multifacial array of chemoresistance mechanisms could all act to confound the results of these trials (276). Importantly, a key reason why first- and second-generation inhibitors have not been successful is the change in systemic pharmacokinetics, which some have imparted to the chemotherapeutic agent; this change is often increased absorption or decreased elimination, leading to greater systemic concentrations and subsequent toxicity (277,278). Furthermore,
many of the first- and second-generation inhibitors known to produce these changes in systemic pharmacokinetics have inhibitory potency against both P-gp and CYP3A4 (278). For this reason, third-generation inhibitors have been developed that more specifically interact with P-gp, and consequently these selective inhibitors have shown less propensity to alter the systemic pharmacokinetics of the chemotherapeutic agents (278).

a. First generation. These agents represent drugs in clinical use for other indications that had been shown to inhibit P-gp efflux through in vitro experiments. Because of the relatively low binding affinity of these compounds for P-gp and the need to increase the doses of these modulators to toxic levels, few of these agents have been further studied for use in clinical modulation of P-gp. However, early trials with these drugs have provided invaluable information regarding the consequences of inhibiting P-gp. These first-generation inhibitors include verapamil, cyclosporin A, tamoxifen, quinidine, and quinine.

i. Verapamil Many of the early trials aimed at reversing the MDR phenotype associated with overexpression of P-gp involved coadministration of the phenylalkamine voltage-dependent L-type calcium channel blocker verapamil. Racemic verapamil was shown to reverse P-gp-mediated resistance to vincristine and vinblastine in vitro and in vivo in P388 leukemia (279). These early findings and the fact that verapamil was a clinically used drug with an established record of safety provided the rationale for its use clinically as a P-gp modulator. The maximum tolerated dose of verapamil has been reported to be 480 mg/day orally (leading to blood levels of 1 mM) with the dose-limiting toxicity being hypotension (280). Dose escalation studies with intravenously administered verapamil found that for the dose range of 0.15–0.6 mg/kg/hr, cardiovascular toxicities may be seen along with edema and weight gain (281).

Oral verapamil has been shown to increase peak plasma levels, prolong the terminal half-life, and increase the volume of distribution at steady state of doxorubicin (282). Gigante et al. (283) performed similar studies in which the pharmacokinetics of doxorubicin in combination with verapamil given at high doses intravenously were followed for 17 patients with advanced neoplasms. The steady-state concentration and systemic and renal clearances were found to be statistically similar for various doses of verapamil and doxorubicin, and for doxorubicin administered alone.

Additional trials were designed to assess the usefulness of verapamil in improving the efficacy of chemotherapeutic regimens for the treatment of small cell lung cancer (284,285), refractory multiple myeloma (286), and breast cancer (287). The results of these trials showed that verapamil had only a modest positive effect on the overall effectiveness of the regimen.

ii. Cyclosporin A The immunosuppressive cyclic undecapeptide cyclosporin A has been used in several clinical trials as a modulator of P-gp.
Cyclosporin A readily inhibits CYP3A metabolism and may lead to significant pharmacokinetic interactions (288). Several studies have been performed using cyclosporin A as a P-gp modulator in combination with etoposide, doxorubicin, and paclitaxel as described below.

Background work with mice was performed to assess the feasibility of using cyclosporin A as a modulator of P-gp-mediated drug resistance. The AUC of doxorubicin in the liver, kidney, and adrenals increased nearly two- to three-fold with respect to the levels measured in control animals 30 minutes after a single intraperitoneal injection of cyclosporin A (289). The serum levels of doxorubicin following cyclosporin A treatment were unchanged, indicating that cyclosporin A was altering the drug concentrations in the tumor without affecting its plasma concentration.

The effects of cyclosporin A on the pharmacokinetics of etoposide have been determined and were shown to be dose dependent. A variable range of cyclosporin A concentrations was obtained (297–5073 ng/mL), and it was observed that patients with higher cyclosporin A concentrations also had larger increases in etoposide AUC (290). Results from studies using clinically relevant plasma concentrations of cyclosporin A (1000–5000 ng/mL) as a P-gp inhibitor resulted in mean 48%, 52%, and 52% decreases in the systemic, renal, and nonrenal clearances of intravenously administered etoposide (232,290). Similar decreases in the systemic, renal, and nonrenal clearances of doxorubicin were observed with administration of cyclosporin A (232,291).

iii. Tamoxifen, Quinine, and Quinidine

Quinine and quinidine are both alkaloid drugs (quinine is the S-diastereoisomer of quinidine) used as antiarrhythmic drugs. Both have been shown to modulate P-gp-mediated efflux in vitro with quinidine being the stronger inhibitor of the two (143,292). Few positive results have been seen with the use of these agents in reversing MDR in clinical trials (293–296). The relatively low affinity of each of these compounds has limited their use clinically to reverse MDR.

Tamoxifen is an estrogen receptor antagonist that weakly binds to P-gp and exerts inhibitory effects in vitro at concentrations above 1 μM (297). Tamoxifen is used clinically for the treatment of breast cancer and initial trials with this P-gp inhibitor have focused on using this drug to not only treat breast cancer but also to reverse P-gp-mediated MDR. In a dose escalation study, a vinblastine and tamoxifen combination proved to be neurotoxic (298). Neurotoxicity also occurred in a trial with high-dose tamoxifen and etoposide, and at this dose, the plasma concentration of tamoxifen was below the concentration reported to reverse etoposide resistance in P-gp-expressing cell lines (297,298). Tamoxifen has very complex pharmacokinetics, which are not fully understood presently. The drug exhibits high plasma protein binding (98%), enterohepatic recirculation, distribution into fatty tissue, and a long terminal half-life (299). Other trials with tamoxifen have been performed, all of which have reported adverse toxic effects without much success at reversing MDR (300,301). Because of these severe toxic
effects of tamoxifen, such as dizziness, tremor, unsteady gait, grand mal seizure, and myelosuppression, no further trials have been conducted with this drug.

b. Second generation. These compounds represent a more focused attempt to develop potent P-gp modulators that would be much less toxic than first-generation inhibitors, so that adequate P-gp inhibitory concentrations can be achieved clinically without the risk of toxic effects. The second generation modulators include dextriguldipine (B8509-035), dexverapamil (R-verapamil), and PSC833 (valspodar).

The (−) isomer of the L-type calcium channel blocker (+)-niguldipine is dextriguldipine. This agent binds to an intracellular domain of P-gp with a Ki of 10 nm. In addition, this compound can block RNA synthesis at 5 μM and possesses some anticancer activity (302). Currently, only a few studies have been conducted to evaluate the use of this compound as a P-gp modulator. Definitive results are yet to be reported.

Dexverapamil is just as effective at blocking P-gp-mediated efflux as its enantiomer verapamil, but this compound is seven times less potent at inhibiting the contractile force of isolated human heart muscle tissue (303). This reduction in the dose-limiting factor of verapamil has led to clinical trials with dexverapamil as a possible P-gp-reversing agent. A clinical trial to evaluate the effect of dexverapamil in Hodgkin’s and 154 non-Hodgkin’s lymphoma refractory to EPOCH (etoposide, vincristine, doxorubicin, cyclophosphamide, and prednisone) chemotherapy was conducted. The combination therapy was well tolerated, but the results showed that the effect of dexverapamil in improving the EPOCH chemotherapeutic regimen was at best minimal (304,305). A trial involving combination therapy of dexverapamil and paclitaxel in heavily pretreated patients with metastatic breast cancer showed that the combination resulted in hematological toxicity that was greater than paclitaxel alone along with increased mean peak paclitaxel concentrations and delayed mean paclitaxel clearance (306).

Valspodar (PSC833) is an analog of cyclosporin D but has no immunosuppressive activity. Results from in vitro assays have shown that PSC833 may be a 20-fold more potent inhibitor of P-gp than cyclosporin A (307–309). Several clinical trials have been performed with PSC833 with some promising results. Patients with relapsed acute myelogenous leukemia (AML) were administered PSC833 with mitoxantrone and etoposide, and it was concluded that this regimen was tolerable and had antileukemic activity (310,311). Plasma concentrations of PSC833 shown to reverse P-gp-mediated efflux in vitro were achievable in patients treated with other P-gp substrates with no associated toxicity assigned to PSC833. However, the toxicity of the chemotherapeutic agents tends to be somewhat pronounced when coadministered with PSC833 (312,313). The effectiveness of PSC833 in increasing the efficacy of chemotherapeutic agents/regimens appears promising, but more trials must be performed to confirm these initial results.
c. Third generation. Like the second-generation modulators, these compounds represent further attempts to produce agents whose primary activity involves the inhibition of P-gp-mediated efflux with reduced toxic effects. Many of these compounds have been shown to possess low nanomolar potency as P-gp inhibitors in vitro. Additionally, many of these agents do not inhibit CYP3A4 and consequently have produced fewer of the adverse interactions mediated by gross changes to substrate pharmacokinetics. These compounds include GF120918 (Elacridar), CGP41251, S9788, and LY335979 (Zosuquidar).

GF120918 (GW918) is an acridonecarboxamide derivative that has been shown to inhibit P-gp with an EC50 of 20 nM, making it one of the most potent P-gp modulators reported (314). Initial trials were performed to assess the alteration in the pharmacokinetic profile of doxorubicin that may occur with coadministration of GF120918. The results indicate that plasma concentrations of GF120918 that modulate P-gp in vitro were obtainable in vivo and that at these concentrations the pharmacokinetics and pharmacodynamic toxicity (involving myelotoxicity) of doxorubicin appear to be unaltered by GF120918 (14). It has recently been shown that GF120918 coadministered with doxorubicin has minimal effects on doxorubicin pharmacokinetics and was found to be safe to use at doses producing P-gp efflux inhibition (315).

CGP41251 is the N-benzyl derivative of staurosporine and appears to have some affinity for protein kinase C along with an ability to inhibit P-gp-mediated efflux (299). There have been few clinical studies performed with this agent to date.

S9788 has been shown to be five times more potent than verapamil in inhibiting P-gp in vitro (316). The triazinodiaminopiperidine derivative S9788 represents one of the first attempts in the development of a high-affinity agent used specifically to reverse P-gp-mediated resistance. It is possible to achieve nontoxic plasma concentrations of S9788 that are known to reverse P-gp-mediated efflux in vitro (317). The adverse effects of this compound seem to involve cardiotoxic events, including AV blocks and QT prolongation, leading to ventricular arrhythmia and torsade de pointes, which occur at the maximum tolerated dose (96 mg/m²) (317,318). In a preliminary study, coadministration of S9788 did not enhance the toxicity of doxorubicin, and the pharmacokinetic profile of doxorubicin was not altered by S9788 (318). The potency and safety of this compound has led to the initiation of further clinical trials with this compound as a P-gp modulator.

LY335979 was developed as a highly potent and specific inhibitor of MDR1, but does not inhibit MRP2, BCRP, or CYP enzymes (319). Interestingly, although LY335979 serum concentrations would predict complete inhibition of P-gp efflux, the pharmacokinetics of coadministered substrates doxorubicin, daunorubicin, and paclitaxel appeared minimally affected; slight changes noted were increases in plasma concentrations and decreases in clearance (320).

2. DDIs Related to P-gp Alteration

Although DDIs are typically associated with a change in a compound’s metabolic profile, it has recently become apparent that interactions between P-gp
substrates can also lead to significant alterations in the pharmacokinetic profiles of these drugs. The actions of transporters in the elimination of their substrates in the liver, kidney, and intestine (exsorption) have recently been elucidated. It is now known that primary active transport mechanisms contribute greatly to the biliary excretion of various cytotoxic agents, organic cations and anions, and compounds that have been conjugated via phase II metabolism (321). The elimination of organic cations by the kidney is highly dependent on active transport (322). It is known that intestinally expressed P-gp can act to limit the absorption of its substrates and, like in the liver and kidney, the presence of P-gp in the intestine can make it an efficient organ of elimination. Because of the extensive distribution and physiologically protective nature of P-gp, it is inevitable that DDIs between substrates of this pump will be seen, given the importance of P-gp in determining the absorption, distribution, and elimination of its substrates (323). Knowledge regarding the importance of these interactions is presently limited. Some examples of drug interactions caused by coadministration of compounds that affect P-gp-mediated efflux are given below.

a. **Digoxin.** The cardiac glycoside digoxin, widely used for the treatment of congestive heart failure, has a very narrow therapeutic window and any interactions that alter the blood concentration of this agent are potentially dangerous (324,325). Digoxin has been shown to be a substrate of P-gp both in vitro (240) and in vivo (326). Because of the strict monitoring of digoxin pharmacokinetics, valuable information regarding the interaction between this agent and other P-gp substrates has been elucidated. Digoxin absorption is known to be affected by P-gp efflux and additionally, in humans, digoxin is primarily eliminated unchanged renally with minimal metabolism; thus changes to digoxin disposition can to some degree be attributed to changes in P-gp-mediated efflux activity (327,328).

   The ratio of renal clearance of digoxin to creatinine clearance decreased with the coadministration of clarithromycin (0.64 and 0.73), and was restored (1.30) after administration of clarithromycin had stopped (326). The role of P-gp efflux in this interaction was confirmed using an in vitro kidney epithelial cell line (326). The administration of itraconazole, a P-gp inhibitor, with digoxin resulted in an increased trough concentration and a decrease in the amount of renal clearance, possibly by an inhibition of the renal tubular secretion of digoxin via P-gp (329). The P-gp modulator verapamil has also been shown to decrease the renal clearance of digoxin (330).

   It is well known that a DDI occurs between digoxin and quinidine. It has been shown that quinidine can alter the secretion of digoxin in the kidney and also in the intestine (234). The plasma concentrations of digoxin following intravenous injection increased twofold when quinidine (1 mg/hr) was coadministered. The total clearance decreased from $318 \pm 19.3$ to $167 \pm 11.0$ mL/hr. The coadministration of quinidine decreased the amount of digoxin appearing in the intestine by approximately 40%. The intestinal clearance also decreased from $28.8 \pm 1.7$ to $11.1 \pm 1.6$ mL/hr following quinidine coadministration. These studies demonstrate how quinidine can affect the absorption and secretion of digoxin.
In some cases of atrial fibrillation, both digoxin and verapamil are used (324,325). Observations from this coadministration have shown how P-gp modulation by verapamil altered the distribution and elimination of digoxin (214,331–335).

Dietary factors and herbal agents can also lead to drug interactions. The effects of St. John’s wort (*Hypericum perforatum*), a widely used herbal antidepressant, on digoxin were examined in a single-blind placebo-controlled clinical trial, designed to study the changes in the pharmacokinetics of digoxin used in combination with this supplement (20). This herbal extract was shown to have significant effects on the pharmacokinetic profile of digoxin. The results of this study indicate that St. John’s wort extract appears to increase the elimination of digoxin.

Another interaction that has been reported to affect digoxin pharmacokinetics involves the induction of P-gp (243). It has been shown clinically that the blood concentration of digoxin decreases significantly for patients receiving rifampin. A clinical trial was designed to confirm that this decrease was indeed due to induction of P-gp; the single-dose pharmacokinetics of digoxin (oral and IV) were determined before and after administration of rifampin. The rifampin treatment increased the level of P-gp in the intestine by 3.5-fold. The AUC of orally administered digoxin was significantly lower after administration of rifampin, whereas the decrease in intravenously administered digoxin was affected to a lesser degree. Additionally, the renal clearance and the half-life of digoxin were found to be unaltered by rifampin. These findings led the authors to postulate that the digoxin rifampin interaction occurs largely at the level of the intestine and seems to have a large effect on the absorption of digoxin. The ability of orally administered rifampin to induce intestinally expressed P-gp may have further consequences for the intestinal absorption of other P-gp substrates/inhibitors (336).

### b. Cyclosporin A.

Like digoxin, the plasma concentrations of cyclosporin A are strictly monitored. The determination of the effects of other agents on the pharmacokinetic profile of cyclosporin A has provided valuable information regarding possible DDIs involving P-gp-mediated efflux.

A toxic interaction between escalating doses of intravenously administered cyclosporin A (6–27 mg/kg/day, median: 19.5 mg/kg/day) and a standard chemotherapeutic regimen was observed in patients diagnosed with soft tissue sarcoma (323,337). The regimen consisted of courses of etoposide and ifosfamide (days 1 and 2) (VP16/Ifos cycles), alternating with courses of vincristine, dactinomycin, and cyclophosphamide (days 1 and 5) (VAC cycles) (337). The administration of cyclosporin A dramatically increased the systemic toxicity of the VAC cycle, but only mildly increased the systemic toxicity of the VP16/Ifos cycle (337). A possible mechanism for this increased toxicity was proposed to involve increases in serum concentrations (due to decreased elimination) of etoposide, vincristine, and dactinomycin, all of which are P-gp substrates, following the inhibition of P-gp by cyclosporin A (337).

An enhancement in the absorption of orally administered cyclosporin A (10 mg) was observed, as evidenced by an increase in the AUC, when a solution
of vitamin E was given concomitantly with one of the cyclosporin A doses in a randomized trial (338). The levels of metabolites of cyclosporin were unchanged by oral administration of the vitamin E solution. This observation led the researchers to conclude that the vitamin E solution acted to either enhance the absorptive transport or decrease the counter transport of cyclosporin A in the intestine by inhibition of P-gp.

It has recently been proposed that the Biopharmaceutical Classification System (BCS) can be used to predict intestinal drug disposition with regards to efflux transport and metabolism (339). Furthermore, on the basis of the key substrate BCS-related properties, permeability, and solubility, the system may be used to predict potential interactions mediated through changes in efflux and/or metabolism at the level of the intestine.

B. Genetic-Related Differences in P-gp Function and Outcomes: P-gp Polymorphisms and Relation to Pharmacokinetics and Pharmacodynamics of P-gp Substrates

Since the first systemic screening for functional polymorphisms of the human P-gp, the impact of polymorphisms on pharmacokinetics and pharmacodynamics of P-gp substrates has attracted much attention. The readers are referred to recent review articles (340–342). In the evaluation of the impact, we should have some special considerations. First, P-gp polymorphisms only bring about twofold change in expression level but not the entire loss of function. This means that the impact on the pharmacokinetics and pharmacodynamics of P-gp substrates could be only moderate or even weak. The scenario is very different from that observed with the polymorphisms of CYP2D6. Second, the impact is substrate dependent, i.e., dependent on the role that P-gp plays in the in vivo disposition of the test drugs. Therefore, the polymorphisms may have quite different effects on different drugs. Third, the human P-gp polymorphisms may significantly affect absorption and distribution, but probably not clearance, of the test drugs. In addition, the design of clinical studies and the drugs that the subjects were concomitantly taking may greatly affect the results of the studies.

Digoxin, a classical P-gp substrate, is so far the best example that the human P-gp polymorphisms affect the pharmacokinetics profile of the test drugs. The $C_{max}$ and AUC of digoxin after oral administration were significantly higher in the subjects with genotypes of 3435TT and 2677TT/3435TT than in the subjects with other genotypes (153,154,343,344). In the case of digoxin, two factors should be noted. First, P-gp is a major determinant in the intestinal absorption of digoxin. Second, the therapeutic dose of digoxin is low, and therefore the P-gp is very unlikely saturated in the studies. The human P-gp polymorphisms also impact the dose requirement and plasma concentrations of cyclosporin A and tacrolimus in kidney transplant patients. But the impact is relatively slight compared with that on digoxin because P-gp only plays a minor role in the disposition of these drugs (341). Another significant instance is
nortriptyline. Nortriptyline, a drug used for the treatment of depression, may cause postural hypotension (a side effect) in some patients. Roberts et al. found that the occurrence rate of nortriptyline-induced postural hypotension was MDR1 genotype dependent—0% in patients with CC, 9% with CT, and 25% with TT, while there were no differences in the dose administration, efficacy (improvement of depression assessed by MADRS), and nortriptyline blood concentrations among the three genotypes (158). The authors believed that nortriptyline and its metabolites, as substrates of P-gp, accumulated in the brain more in the patients with TT genotype than those with CC or CT genotype (158).

In addition, P-gp polymorphisms may affect the distribution of HIV protease inhibitors into the brain, and therefore enhance therapeutics and cause CNS toxicity because all the currently marketed HIV protease inhibitors are reported to be P-gp substrates (341). However, there have been no reports that demonstrate the significant impact of polymorphisms on pharmacokinetics, pharmacodynamics, and toxicity of protease inhibitors.

V. EXPERIMENTAL MODELS USED TO UNDERSTAND P-gp EFFLUX LIABILITY AND DDI POTENTIAL

The involvement of P-gp in the absorption and consequent distribution and elimination of orally administered drugs has been extensively studied in in vitro, in situ, and in vivo models. Some routinely used systems include cultured cell lines, isolated intestinal segments, everted sacs, and brush border membranes. Organ (brain, liver, and kidney) perfusion and gene knockout mice have also been used. Each of these models has certain advantages and disadvantages. A brief description of the models that are being used to evaluate the role of P-gp in the disposition of drug molecules is given below.

A. In Vitro Models Commonly Employed to Study P-gp

1. Tissue Culture Transport Models

   a. Caco-2. Of the many cell types utilized to model drug behavior in the human intestine, the immortalized human colorectal carcinoma-derived cell line, Caco-2, is the most widely accepted in vitro model to date. This cell line has several advantages over others that make it the cell line of choice in both academia and in the pharmaceutical industry (345–351). Perhaps the most attractive feature of the Caco-2 cell line is the spontaneous differentiation into mature enterocytes that occurs after plating the cells on porous membranes and the ability to maintain the cells under normal culturing conditions. Accompanying this differentiation is the expression of several biochemical and anatomical features common to normal enterocytes. Caco-2 monolayers become polarized and display a well-defined brush border membrane located in the AP domain. Because of the various enzyme and transport activities associated with the brush border
membrane, the expression of a fully defined brush border membrane in cell lines used to model enterocytes is critical. The brush border membrane contains several transporters, metabolic enzymes, and efflux pumps, such as P-gp, whose expression is both stable and functional (7,50,352,353). The expression of P-gp has been demonstrated by Western blot analysis and by polarized transport of P-gp substrates, such as cyclosporin A, which is reversed (i.e., polarity is abolished) by P-gp inhibitors such as verapamil (7,50,348,352,354,355). Recently it has been shown that P-gp expression in Caco-2 cells is nearly identical to P-gp expression in normal adult intestinal tissue (356). The kinetics of P-gp-mediated efflux activity in Caco-2 cells are equivalent to those observed in rat intestine (based on P-gp-mediated efflux of digoxin) (357).

The functional activity of P-gp in Caco-2 cells has been extensively evaluated with respect to various methodological factors such as culture time and passage number (355). Western blot analysis demonstrated that P-gp was expressed as early as day 7 of culturing. The absorptive transport of cyclosporin A was relatively constant from day 5 of culturing (treatment with the P-gp inhibitor verapamil significantly increased absorptive permeability, consistent with inhibition of polarized efflux mechanism). The secretory transport of cyclosporin A increased until day 17, at which time this permeability became constant. The reduced barrier function observed before day 17 is most likely due to incomplete monolayer differentiation or incomplete P-gp expression versus that observed at day 17. Passage number has also been considered as a variable that may affect the amount of P-gp present in the AP brush border membrane (354). Caco-2 cells of lower passage numbers (~22) have been shown to have a shorter doubling time than those of higher passage number (~72), resulting in an increased number of cells per monolayer and thus an increased amount of membrane protein. However, several reports have stated that Caco-2 cells at higher passage numbers (>90) contain significantly more P-gp than those at lower passage numbers. P-gp expression in the Caco-2 cells has been shown to be stable, and this allows relatively accurate comparison of data from various monolayers as long as they represent a relatively narrow range of passage numbers.

Expression of specific proteins can be induced in Caco-2 cells using simple culturing techniques. For example, the induction and overexpression of cytochrome P450 3A4 (CYP3A4) was achieved by culturing the cells with 1α,25-dihydroxyvitamin D3 beginning at confluence, and this overexpression was shown to be dose and duration dependent (18). Overexpression of P-gp can also be achieved in the Caco-2 cell line by culturing with vinblastine, verapamil, and celiprolol (358,359). No morphological differences were noticed for vinblastine cultured cells with respect to appearance, formation of tight monolayers, and the corresponding transepithelial resistance (359).

b. Madine-Darby canine kidney. Examples of studies involving P-gp-mediated efflux of therapeutic compounds in immortalized Madine-Darby canine kidney (MDCK) cells are less numerous than those utilizing the Caco-2 cell line;
however, this model and the transfected MDR1-MDCK variant are important tools for the study of P-gp efflux activity. Both have been used to follow the passive diffusion of compounds across monolayers. The most significant advantage the MDCK cell line has over the Caco-2 cell line is the much shorter culture time because of the enhanced growth rate of MDCK cells (360,361). Studies by Simons et al. have shown that these cells are polarized and contain a well-defined AP brush border membrane with a membrane composition similar to that of the intestine (362,363). The spontaneous differentiation of MDCK into polarized cell monolayers with defined AP and BL domains make study of the actions of transporters expressed in a polarized fashion facile. In addition, this cell line can be readily transfected and other drug effluxing transporters (expressed in either AP or BL domain) that have been incorporated into these cells to study their effects on altering the flux of a compound as it crosses a polarized monolayer (364).

Although there is a widespread perception that wild-type MDCK cells contain insignificant levels of P-gp to affect substrate transport, it has been demonstrated that this is not the case. It was shown that the transport of vincristine sulfate across MDCK monolayers was indeed apically polarized (203). These results were duplicated by Hirst et al. using the same test compound, verapamil, in two different strains of MDCK cells. The transport profiles of verapamil showed polarity in both a high-resistance strain [TEER \( \approx 2000 \text{ } \Omega \cdot \text{cm}^2 \)] and a low-resistance strain (TEER < \( 200 \text{ } \Omega \cdot \text{cm}^2 \)) (365). Recently, parallel studies were performed measuring the transport of a novel peptide, KO2, across both MDCK and Caco-2 cells (364). The results showed nearly identical profiles for the AP to BL and BL to AP transport of this agent in both cell types. Although it is unlikely that all P-gp substrates will behave identically in both cell lines, these studies indicate that there is sufficient P-gp expression in MDCK cells to affect transport studies. Thus, MDCK cells can be used to evaluate the transport of compounds that are suspected to be substrates of P-gp.

The human MDR1 gene has been successfully transfected into MDCK cells (366). The expression of MDR1 gene product in these MDCK cells was shown to be nearly 10-fold higher than that seen in Caco-2 cells (as determined by Western blot analysis) (364). The high expression of P-gp and the short culturing time make these transfected MDCK cells an attractive model to study how P-gp-mediated efflux activity alters substrate transport across polarized epithelium. The model’s considerable advantages have led to it being increasingly used as the model of choice to screen for P-gp efflux liability.

c. Brain microvessel endothelial cells. The delivery of therapeutic agents into the CNS poses a particularly difficult problem because transport of compounds across the very formidable barrier formed by the specialized endothelial cells lining the capillaries that perfuse the brain, the BBB is not facile (367,368). The BBB is a blood-tissue barrier within the CNS that regulates the transport of nutrients into the brain and limits exposure of the brain to toxic compounds via
mechanisms such as P-gp. As is the case with the intestinal epithelium, P-gp plays an important role in limiting the transport of drugs across the BBB (213,369). Because the primary pharmacological targets of many drugs are receptors within the CNS and many of these drugs have been shown to be substrates for P-gp in other organs and in various in vitro systems, investigation of the processes surrounding the transport of compounds across the BBB, and specifically, susceptibility of compounds to P-gp-mediated efflux in the BBB remains an important area of research.

A frequently used in vitro model to study drug behavior at the BBB is cultured brain microvessel endothelial cells (BMECs), a primary culture that forms confluent monolayers 9 to 12 days after initial seeding (370). These cultured cells have been shown to retain many morphological and biochemical properties of their in vivo counterparts, including distinguishable luminal and abluminal membrane domains that are functionally and biochemically distinct (371–381). One of the major advantages of BMECs is that these cells can be grown on collagen-coated or fibronectin-treated polycarbonate membranes, and thus this system can be used to study transport across the monolayer by various mechanisms (i.e., passive diffusion, transcytosis, endocytosis, inwardly directed carrier proteins, polarized efflux, and uptake in both luminal and abluminal directions) (370). One limitation of the system is that the tight junctional complexes of BMECs are not as developed as those seen in vivo, and thus the contribution of paracellular permeability to the overall permeability of a compound is much greater in this in vitro system than what would be seen for a compound crossing the BBB in vivo (382). The comparable leakiness of the system can also make it difficult to quantify differences in transport that may be mediated by transporter activity.

Both functional assays [vincristine transport (381) and rhodamine 123 transport (383)] and biochemical assays involving immunohistochemical analysis (381,384) have confirmed the expression of P-gp in the luminal membrane of BMECs cultured on polycarbonate membranes. Additionally, immunohistochemical methods showed the expression of P-gp in BMEC to be constant and at a high level in five- to seven-day-old primary cultures (384). Like many other barrier-forming cells, BMECs appear to express other efflux proteins, for example, RT-PCR and immunoblot analysis have shown the presence of MRP1 in rat BMECs (385,386). Functional evidence has also been presented to confirm the expression of MRP1 in BMECs (387).

BMECs have been used to study various aspects of the P-gp-mediated efflux of compounds from the endothelial cells that comprise the BBB. Several examples have demonstrated the usefulness of this system to study polarized efflux via P-gp. For example, the influence of P-gp expressed in brain capillary endothelial cells on the transport of cyclosporin A (388,389), vincristine (381), protease inhibitors (amprenavir, saquinavir, and indinavir) (245,390), rhodamine 123 (211,383), opioid peptides (211,391,392), and the β-blocking agent bunitrolol (393) have all been determined using this system.
2. Experimental Methods Used with Tissue Culture Transport Models to Study P-gp Efflux

The use of appropriate experimental design can provide definitive evidence that P-gp-mediated efflux is altering the transport of a compound and can provide further mechanistic information regarding the transport of a compound. Recently it has been appreciated that P-gp efflux can be a potential source for drug interactions and in vitro experimentation can be very helpful to understand potential liability. The techniques described in this section can be used with any tissue culture transport model.

a. Transport studies used to understand P-gp efflux. Transport across cell monolayers can be easily determined using a bicameral system, such as the Transwell system, in which the compartments are separated by the polarized cell monolayer (attached to a porous filter support). The AP domain interacts with one compartment and the BL domain interacts with the other. The flux of the test compound can be measured in absorptive (AP to BL) or secretory (BL to AP) direction, and from the flux the permeability can be determined. One of the most significant advantages of this experimental system is that the appearance rather than the disappearance of the compound can be easily quantified to yield a permeability value. The most direct way to positively identify substrates for P-gp-mediated efflux activity in polarized epithelium is to measure permeability (in either transport direction) in the presence of a specific P-gp inhibitor such as GW918 or antibodies such as MRK16. Comparison of the permeability values provides a true measure of how P-gp affects the transport of the substrate across polarized epithelium and correctly identifies if the transport is subject to P-gp-mediated efflux activity (vs. some efflux mediated by another transporter). This experimental format allows an assessment of how significantly P-gp efflux attenuates or enhances absorptive versus secretory transport, respectively. The absorptive quotient (AQ) and secretory quotient (SQ) are metrics that have been created to quantify P-gp’s effects on absorptive and secretory transport, respectively.

Another well-established metric used to identify P-gp substrates is the efflux ratio, in which secretory permeability is compared with absorptive permeability. An efflux ratio greater than one can imply apically directed transport polarity, suggesting that the compound is a substrate for efflux transport. It is important to note that apically directed transport as determined by efflux ratio does not provide unambiguous evidence that P-gp is responsible for the efflux of the compound (transporters other than or in combination with P-gp may be responsible for transport polarity). For these reasons, the wild-type cells that show low to insignificant transporter activity, corresponding to transfected cell systems such as MDR1-MDCK and MDR1-LLC-PK1, are often used to generate these efflux ratios with higher confidence of correctly assessing P-gp efflux liability. Although the efflux ratio can, under the proper experimental construct, be useful to identify...
P-gp substrates, it does not quantify the functional activity of P-gp and furthermore cannot be used to understand how P-gp affects absorptive or secretory transport (206,394,396). For example, although digoxin and rhodamine 123 have similar efflux ratios, P-gp affects these compounds in much different ways; P-gp efflux affects digoxin absorption, but not rhodamine 123 absorption, and affects rhodamine 123 secretion greatly but digoxin secretion modestly (396). Using the unidirectional approach of studying transport under normal conditions and in the presence of a P-gp inhibitor and subsequently quantifying the effects of P-gp efflux via AQ and SQ clearly elucidated this difference in digoxin and rhodamine 123 absorptive versus secretory transport (394,396).

There is one major caveat of using the tissue culture transport experiment to study P-gp efflux that cannot be overlooked—P-gp efflux is not directly determined in this experiment. Rather, the effects of P-gp-mediated efflux activity and changes to this activity are inferred from the resulting overall transport data. Particularly with regards to substrate identification, there is the potential for false negatives. For a compound to be affected by P-gp-mediated efflux, it must reach P-gp’s binding site that is within the cell. Compounds with poor membrane (transcellular) permeability are not likely to be identified as substrates (395,397). Conversely, compounds with very high passive membrane permeability can saturate P-gp efflux at low micromolar concentrations and are often not identified as substrates (206,395,397). The tissue culture transport study is a powerful tool, but the reasons listed above make it an absolute necessity to incorporate proper controls while performing and making conclusions from these studies.

b. Methods used to understand DDI potential. Increasingly, efforts are being made to quantify the inhibitory potency of new molecular entities against P-gp-mediated efflux using interaction studies performed in vitro. In particular, several efforts have specifically focused on determination of inhibitory potency against P-gp efflux of digoxin, a substrate with a narrow therapeutic window with kinetics known to be determined in part by P-gp (398,399). The transport study using a probe substrate such as digoxin, verapamil, or taxol can be conducted in the presence of a test compound over a series of concentrations to determine the inhibitory potency of the test compound (199,201,359,398,399). A comparison of this inhibitory potency to expected systemic concentrations can provide some insight into potential interactions that may be seen following coadministration of the compounds of interest.

Fluorescent dyes such as calcein-AM and rhodamine derivatives have been demonstrated to be P-gp substrates (400–407). These compounds can be used in any competition assay in which the test compound is added with these dyes. Any reduction in the dye efflux would be indicative of the inhibitory properties of the test compounds toward P-gp. Both rhodamine 123 and calcein-AM have been used in high-throughput assays, including the NCI assay, to screen large numbers of compounds as inhibitors of P-gp in several cell types. Calcein-AM itself is a weakly fluorescent molecule. When the acetoxymethyl ester group is cleaved by
intracellular esterases, the fluorescent intensity of the metabolite calcein increases significantly (401,404,406). The amount of P-gp inhibition can be directly correlated with the amount of intracellular fluorescence. This is because calcein-AM is transported via P-gp, and thus the efflux pump attenuates its intracellular accumulation, unless it is inhibited by another P-gp inhibitor. However, calcein-AM is not significantly transported by P-gp because of the negative charge and subsequent lack of binding to membranes; thus it accumulates in the cytoplasm when formed by hydrolysis of intracellular calcein-AM (401,404,406). These probe substrates are also applicable to tissue culture transport studies. Rhodamine 123 has been used in conjunction with cell monolayers grown on polycarbonate membranes to detect the presence of P-gp in the AP cell membrane and to assess its inhibition by a variety of compounds in a competition style assay (405,407).

It is important to note that P-gp inhibition by a compound for the efflux of any of these ligands does not directly correlate with the ability of P-gp to efflux the compound of interest (177). Such is the case with paclitaxel, which is considered to be an excellent P-gp substrate but a poor inhibitor as determined by the dye-efflux method. The converse is seen with progesterone, which is a good inhibitor of P-gp-mediated efflux and yet is a poor substrate. It is important to note that P-gp inhibition can occur in several ways—competitively, non-competitively, and via inhibition of ATP hydrolysis at the Walker A and B motifs (271). Furthermore, the false negatives due to poor permeability noted for transport assays can also produce false negatives in these interaction assays.

3. Other In Vitro Models

a. Membrane vesicles. Membrane vesicles are typically formed from intact cells and require some skill for their preparation. Given this relative limitation, the use of membrane vesicles as a rapid screen for P-gp efflux activity has not been extensive and has proven a better tool for studying the microscopic aspects of P-gp-mediated efflux.

Rat liver canalicular membrane vesicles (CMV) have been used to examine the mechanisms of uptake of P-gp substrates such as daunomycin, daunorubicin, and vinblastine, whose biliary excretion is extensive (47,137, 408,409). Early work with plasma membrane vesicles, partially purified from MDR human KB carcinoma cells that accumulated [3H]vinblastine in an ATP-dependent manner, definitively showed how P-gp can act to efflux substrates from cancer cells (410). Additionally, these vesicles have been used to study microscopic aspects of P-gp-mediated efflux, such as the relationship of P-gp function to the membrane fluidity (137).

Brush border membrane vesicles (BBMV), prepared from rat intestine, were used to elucidate the function of P-gp in this organ and to show that the subcellular distribution of P-gp is localized to the AP membrane (411). The differences in P-gp-mediated efflux seen in the ileum, jejunum, and duodenum of
rat intestine were studied by preparing BBMV from each of these distinct regions and then determining the Michaelis-Menten parameters, $K_m$ and $V_{max}$, associated with the P-gp-mediated efflux of several substrates and inhibitors and the corresponding ATPase activity associated with efflux (412). Renal BBMV have been used to show P-gp’s actions on its substrates in the kidney (413).

Membrane vesicles, prepared from CHO cells, have been used to determine the kinetic parameters associated with P-gp efflux (97,98). Factors such as the ATP hydrolysis rate associated with transport of various substrates have been studied along with the Michaelis-Menten parameters of efflux for various substrates.

b. Isolated intestinal segments and everted gut sacs. In the intestinal segment study, the intestine is removed and either mounted in a diffusion apparatus (Ussing chamber) or everted to make an everted sac (234,414–416). Factors affecting the transport of drugs (i.e., metabolism and efflux) can be studied by determining the fate of the test compound as it crosses the intestinal epithelium.

The transport characteristics of verapamil were determined for each region of the intestine as well as the colon with this model system. The duodenum and jejunum showed the most P-gp activity followed by lower activity in the colon and, surprisingly, none in the ileum (416). Polarized transport of quinidine due to P-gp efflux was demonstrated by using intestinal segments mounted in Ussing chambers (414). Further studies using everted sacs showed that P-gp inhibition by quinidine caused an altered drug absorption of digoxin and explained the interaction seen with coadministration of these agents (234). Metabolism and P-gp-mediated efflux of the macrolide antibiotic tacrolimus were studied in perfusion studies and in everted sacs (415). It was shown that inhibiting P-gp with miconazole (a P-gp inhibitor) greatly increased the amount of tacrolimus in the tissue (415). The results of these experiments provided evidence that P-gp is active in limiting tissue exposure to drugs and also that the intestinal metabolism of certain compounds can be significant.

c. Expression systems. The availability of full-length cDNA for functional mammalian MDR genes has made it possible to evaluate protein structure and structure-activity relationship and determine substrate-binding affinity through the in vitro P-gp expression system. Presently, MDR1 gene has been successfully expressed in *Escherichia coli* (417,418), in Sf9 cells using a recombinant baculovirus (120,123), in *Xenopus* oocytes (419), and in yeast (121,420,421). P-gp, expressed in these in vitro systems, is thought to function normally (analogous to function seen in in vivo systems) even though the former lacks glycosylation at N-terminal. Despite the normal functional activity of P-gp, researchers found it difficult to use P-gp expressed in *E. coli* for functional assay because many drugs cannot penetrate the cell walls. To solve this problem, Beja and Bibi developed a method to express P-gp in “leaky” *E. coli* cells (417). The results of these assays may be significantly different than those obtained in studies performed with
mammalian cells due to differences that exist between bacteria, the insect cells, and mammalian cells.

P-gp associated ATPase is vanadate sensitive. A membrane product prepared from baculovirus infected insect cells containing this activity is now commercially available from Gentest Corp. (Woburn, Massachusetts, U.S.). Substrates of P-gp, such as verapamil, have been demonstrated to stimulate this vanadate-sensitive membrane ATPase (123). By determination of inorganic phosphate liberated in the reaction containing a P-gp preparation and a test compound, in the presence and absence of vanadate, one can determine if the test compound is a substrate/inhibitor of P-gp (123,422). Any compound that binds to P-gp would stimulate the magnesium-dependent ATPase, and thus, this method cannot distinguish between a substrate and inhibitor of P-gp.

B. In Situ and In Vivo Models

Whereas in vitro models are the tool of choice to identify P-gp substrates and to specifically study molecular aspects of P-gp-mediated efflux activity, extrapolation of these data to predict relevance in vivo can sometimes be difficult. Indeed, P-gp-mediated efflux activity is often one of a multitude of parameters that ultimately combine to confer substrate disposition; these exact relationships between key parameters are complex and remain to be resolved. For these reasons, models with greater complexity, more specifically those in which more key factors are present such as in situ and in vivo models, are essential to gain insight into the overall relevance of P-gp efflux for substrate disposition. Furthermore, the complexity underlying drug interactions involving P-gp and CYP3A4 are beginning to be appreciated, and in vivo models are being increasingly employed to study these interactions in combination with in vitro–derived inhibitory potency data (423). The following section summarizes the respective strengths and weaknesses of in situ and in vivo models currently used to study P-gp efflux.

1. In Situ Studies and Models

Some efforts have been made to determine the effect P-gp has on its substrates by use of in situ perfusion methods, including intestinal perfusion, liver perfusion, kidney perfusion, and brain perfusion. These experiments allow the researcher to study the transport of compounds in a physiologically relevant environment in which the integrity of the organ is preserved with regards to cell polarity and representation of all cell types seen in the organ. Furthermore, the reduction in complexity of in situ models versus in vivo studies facilitates the conduct of complex studies and allows more definitive conclusions to be made regarding the role P-gp may play in disposition.

In situ intestinal perfusion studies are typically done with live animals in which a perfusion loop has been inserted into the intestine (233,424). Depending on the experimental protocol, the system can offer a relatively unbiased view of
intestinal transport with respect to normal expression of transporters in healthy animals. One limitation of this protocol is that the disappearance rather than the appearance of a compound is often determined (appearance can be determined by collection of blood in the vessels perfusing the section of intestine studied, a process requiring significant surgical skill). Estimates of the polarity of transport imparted by P-gp are difficult to assess and typically can only be determined by using an inhibitor or antibody to P-gp. Often the animal is anesthetized, and the anesthetizing agent can further affect the results (altered membrane fluidity, possible inhibitory effects on P-gp-mediated efflux activity) (187). There are some other obvious limitations. Using the intact intestine adds more levels of complexity that can further confound studies meant to elucidate the role of transporters, which act on the cellular level. However, this complexity can be a strength to the role P-gp plays in concert with other key factors that influence absorption and can be studied in parallel. It is possible that results will differ for intestinal region and also due to the presence of Peyer’s patches that have different physiological roles from enterocytes (414,416). Furthermore, these studies suffer from an interspecies variability (rats are typically the test subjects). Despite certain disadvantages, if these studies are conducted with appropriate controls involving known P-gp substrates, it can provide valuable insights on how to correlate the effect of P-gp observed in cellular transport studies to that expressed in the absorption of drugs in vivo.

By measuring the intestinal absorption from small intestine of rat in situ, Saitoh et al. studied the differences between the oral bioavailabilities of methylprednisolone, prednisolone, and hydrocortisone, three structurally related glucocorticoids (233). Compared with prednisolone and hydrocortisone, methylprednisolone absorption was significantly retarded in jejunum and ileum by an intestinal efflux system. In the presence of verapamil and quinidine, the attenuation in the absorption of methylprednisolone was reversed, suggesting that P-gp is responsible for the unique features of methylprednisolone absorption. This study provides a good example of the usefulness of an intestinal perfusion experiment in further determining the regional differences in intestinal drug absorption modulated by P-gp that would otherwise be difficult to deduce in experiments performed with cell culture models or performed with whole animal systems.

The isolated perfused rat liver has been extensively used because of the minimal surgical manipulation needed due to its size and because the organ is less than 25 g, the perfusate used can be hemoglobin-free while ensuring adequate oxygen delivery at the flow rates used in these experiments (425). The isolated perfused liver system provides an excellent model for studying the hepatobiliary disposition of compounds without confounding influences that may be seen in vivo, such as influences on hepatic metabolism and additional metabolism or excretion by other organs of clearance (270,425). The isolated perfused rat liver can be used to study biochemical regulation of hepatic metabolism, synthetic function of liver, and mechanism of bile formation and secretion (270).

This model has provided important results regarding the influence of MDR modulators on hepatobiliary disposition of chemotherapeutic agents (426,427).
The effects of the P-gp inhibitor, GF120918, on the hepatobiliary disposition (biliary excretion) of doxorubicin were determined using a perfused rat liver system (270). Biliary excretion is the rate-limiting process for doxorubicin elimination. In the presence of GF120918, the biliary excretion of doxorubicin and its major metabolite, doxorubicinol, was decreased significantly without alterations in doxorubicin perfusate concentrations or doxorubicin and doxorubicinol liver concentrations. In a similar study on the hepatic elimination of other P-gp substrates, including vincristine and daunorubicin, it was reported that canalicular P-gp plays a significant role in the biliary secretion of these compounds (428,429).

Because of the kidney’s involvement in the excretion of hydrophilic compounds and because most of the substrates of P-gp are hydrophobic compounds that are likely to be cleared mainly by biliary excretion or intestinal secretion, comparably fewer studies have been performed with the isolated perfused kidney. The isolated perfused rat kidney model was used to demonstrate that digoxin is actively secreted by P-gp located on the luminal membrane of renal tubular epithelial cells and that clinically important interactions with quinidine and verapamil are caused by the inhibition of P-gp activity in the kidney (332). These results provide an excellent example of how the isolated perfused kidney model can be used to definitively conclude that P-gp-mediated efflux is involved in the renal excretion of a compound and also to elucidate possible DDIs that might arise in the kidney following coadministration of P-gp substrates/inhibitors.

The brain perfusion system has been used to study the disposition of several compounds across a functionally intact BBB, which has been shown to possess nearly identical structural and functional features as those seen in the BBB in vivo, including the presence of multiple tight junctional complexes between cells and P-gp (43,430–432). This in situ technique involves stopping the heart and perfusing the brain via the carotid artery at a flow rate that does not alter the integrity of the BBB (432,433). The brain capillary endothelium, the choroid plexus epithelium, and the arachnoid membrane, which comprise the functional BBB in vivo, are all present in this technique and this provides a major advantage over in vitro models used to study the BBB (e.g., BMEC). One major advantage this technique has over an in vivo experiment involves the perfusion fluid used in the experiment. The composition of the solution can be controlled with respect to test compounds, plasma proteins, nutrients, and metabolic cofactors (432). However, the use of a perfusate solution can also be a disadvantage as it may not be possible to provide all the necessary nutrients or metabolic cofactors that would be present in vivo and, thus, may lead to incorrect conclusions (430). The major disadvantages of the model with respect to in vitro models include the lack of control of the extracellular fluid concentration for studies of drug efflux from the brain and a greater complexity that the brain matrix provides. As with other perfusion systems, this technique requires anesthesia and thereby may act to confound results.
Some of the more notable applications of this in situ model system in the study of CNS drug disposition have involved the determination of drug permeability across the BBB, drug uptake kinetics, transport mechanisms (uptake and efflux), elucidation of the CNS metabolic pathways (the drug has no access to peripheral metabolism), and the effects of plasma protein binding (430,434, 435). This model has been used to study the effects of P-gp-mediated efflux in the BBB on antibacterial agents (436), colchicines (437,438), and vinblastine (438), to evaluate a prodrug strategy for increasing doxorubicin uptake into the brain (439) and to determine the brain uptake parameter, log PS (permeability surface area product), a value that more accurately determines rate of brain uptake (435). The system has also been used to determine the effects of P-gp modulators such as verapamil (440) and PSC833 (441) on the BBB transport of P-gp substrates. Recently, the system has been adopted and validated for use in the gene knockout mdr1a(−/−) mice, and results obtained from this model compared with those from experiments performed in wild-type mice can be used to gauge the overall effect of P-gp-mediated efflux on the transport of P-gp substrates across the BBB (244).

These in situ techniques can be powerful tools to gauge the actual extent of P-gp efflux that can be expected in vivo. There are confounding factors that must be addressed when interpreting data obtained from these studies, and as with all biological models, the appropriate controls must be used to ensure that the observed effect appears to be due to P-gp-mediated efflux activity.

2. In Vivo Models

The major advantages to in vivo models are that they provide a method to understand relevance on an organism level and that these models have been used successfully to predict outcomes in humans. The obvious disadvantages of these models are their limitations with regards to study designs and sampling, reduced ability to deconvolute complex processes, and the need for animal experimentation. For that reason, the in vivo model is a tool more suitable for aiding the understanding of the ramifications of P-gp efflux liability for gross disposition processes. A great deal of understanding around how P-gp affects disposition has come from in vivo models. Below is a brief summary of key models and findings.

Schinkel et al. have generated mice with disruption of individual mdr1a, mdr1b, or mdr2 genes and furthermore, they have generated a double knockout in which both mdr1a and mdr1b are disrupted (12,36,442,443). In mice, mdr1a and mdr1b genes encode two separate P-gp proteins that are analogous to MDR1 gene product expressed in humans (12). The mdr1a RNA is found abundantly in the brain, intestine, liver, and testis (444), while mdr1b RNA is usually associated with the adrenal cortex, placenta, ovaries, and uterus (445). Both gene products are expressed in the kidney, heart, lung, thymus, and spleen (12,444). The relative sequence identity of the human P-gp with the mouse mdr1a P-gp is 82% (227,446,447). The greatest homology of the two
proteins is seen in ATP-binding regions, the second, fourth, and eleventh TM domains, and the first and second intracytoplasmic loops in each half of the molecule (31,227,448). The proteins show the least homology in the first extracellular loop, the connecting region between the homologous halves, and at both terminal ends (31,227,448). It was concluded that mdr1 P-gp has no essential physiological function, since no gross disturbance in corticosteroid metabolism during pregnancy and in bile formation was observed in mdr1a (−/−) mice. However, lack of mdr1 P-gp significantly altered the disposition profile of P-gp substrates. In P-gp gene knockout mice, the absorption was increased, the elimination was decreased, and the concentration of certain substrates in key organs, such as the brain, testes, and heart, was increased dramatically (12). Although the mouse mdr1a P-gp is not totally homologous to the human P-gp, mice that are dominant negative for the mdr1a gene continue to provide an excellent in vivo tool to probe the effects of P-gp on the ADME of drugs that is extensively used in industry and academia (11,210,248,449).

A transgenic mouse model involving MDR1 has been used to study the function of P-gp. A transgenic system was developed to express human MDR1 gene in the marrow of mice leading to bone marrow that is resistant to the cytotoxic effect of anticancer drugs, which are substrates of P-gp (450–453). When exposed to anticancer agents, the transgenic mice showed normal peripheral white blood cell counts implying that the MDR1 P-gp protects the marrow (451). When the efflux activity of the MDR1 P-gp expressed in these mice was inhibited with other P-gp substrates or MRK16, an antibody to an external epitope of P-gp, the mice became sensitized to cytotoxic drug therapy that manifested in a drop in the white blood counts. This model has seen widespread use to evaluate safety of chemotherapeutic agents. However, this and other transgenic models have not been widely employed in the evaluation of the effects of P-gp on drug pharmacokinetics.

C. In Vivo/In Vitro Correlations

In vitro models have provided invaluable information about properties of compounds that affect their in vivo transport and absorption. Regardless of how closely in vitro systems model in vivo conditions, they cannot completely represent what may be seen in vivo by virtue of their reduced nature. For that reason, it is important to consider that a focused endpoint generated using an in vitro model will only correlate to a much more complex parameter like absorption when that endpoint is a major determinant of the complex parameter. The lack of in vitro/in vivo correlation does not necessarily implicate a failure of the model, but rather that the endpoint may not be sufficient to describe the in vivo process. Furthermore, the in vivo data used for these correlations are rarely
precise or granular enough to gauge differences that may be related to P-gp efflux. Pharmacokinetic parameters commonly used for in vivo correlations like $C_{\text{max}}$, AUC, and systemic and oral clearance are gross parameters that are determined by a multitude of factors and typically only describe the central compartment. For any number of reasons above, attempts to elucidate a quantitative in vivo/in vitro correlation for P-gp efflux have been difficult and have had limited success. However, recent efforts to generate qualitative understandings have shown some utility.

Despite our inability to predict quantitatively the influence P-gp may have on the in vivo transport of substrates in normal tissues with respect to other processes, in vitro experiments remain the best means of demonstrating that a compound is a substrate for polarized efflux. Nearly all experiments designed to study the extent of P-gp efflux of test compounds in vivo require adequate in vitro data to support the hypothesis (48,217,226,454). In vitro studies on P-gp substrates such as vinblastine, paclitaxel, cyclosporin A, talinolol, acebutolol, and digoxin have provided a good indication of the effect of P-gp on the in vivo pharmacokinetic behavior of these compounds. These studies show that results from the in vitro studies provide a qualitative estimate of the influence of P-gp on its in vivo pharmacokinetic behavior. Findings such as these give confidence that results from in vitro experiments can be extrapolated to explain modulation of drug disposition by P-gp efflux.

Recently, classification systems have been proposed that give further refinement to the understanding of the potential role of P-gp efflux in vivo. Substrate transport across polarized epithelium can utilize various routes, and P-gp efflux does not affect each in the same manner. A system has been proposed that uses a metric created to quantify the functional activity of P-gp (absorptive and secretory quotients) coupled with substrate transport pathway across the cell in order to give further clarity regarding the mechanism of P-gp efflux that may be seen during various disposition processes (394). A system has been proposed that utilizes the BCS to predict how and when transporter activity may be important for disposition (339). In brief, it has been proposed that the importance of efflux and influx transport can be correlated with the BCS class to predict the extent to which the transport activity will affect disposition. Particularly for class II compounds, where permeability is high but solubility is low, efflux is predicted to play a role in disposition. Additionally, this system has been used to predict potential DDI resulting from transporter and/or metabolism inhibition. As for disposition, class II BCS compounds that are dual efflux and metabolism substrates are predicted to have the greatest potential for significant DDI. These qualitative relationships highlight the advances that have been made in understanding efflux and its effects on disposition and, furthermore, show how knowledge of disposition and mechanisms can be used to gain ability to predict possible outcomes in vivo.
VI. COMMENTARY ON FEDERAL DRUG ADMINISTRATION GUIDANCE ON THE USE OF IN VITRO MODELS TO DETERMINE P-gp-RELATED IN VIVO DDI POTENTIAL OF DISCOVERY/DEVELOPMENT CANDIDATES

Having developed guidelines for using in vitro metabolism studies to assess drug metabolism (specifically cytochrome P450)-mediated potential DDIs, the Food and Drug Administration (FDA) has initiated an effort to develop similar guidelines for transporter-mediated DDIs (http://www.fda.gov/cder/guidance/index.htm). In what appears to be an initial attempt at developing a more comprehensive guideline, the FDA has chosen to focus on P-gp-mediated DDIs. One must assume that this reflects the availability of extensive literature and industry data on the role of P-gp in such interactions rather than greater importance of this transporter over others in causing DDIs.

For details of the guideline and decision trees developed by the FDA, the reader is referred to the Web site http://www.fda.gov/cder/guidance/index.htm. The salient features of the guideline to identify P-gp substrates for in vivo drug interactions studies include (1) examining bidirectional transport of the test compounds in Caco-2 or MDR-MDCK cell monolayers, (2) selecting likely substrates based on an efflux ratio of >2, (3) confirming P-gp substrate activity by showing that specific inhibitors of P-gp decrease the efflux ratio, and (4) selecting compounds for in vivo P-gp-related interactions studies if transport of a test compound with an efflux ratio of >2 in these test systems is inhibited by P-gp inhibitors. The salient features of the guideline to identify P-gp inhibitors for in vivo drug interactions include (1) examining bidirectional transport of P-gp probe substrates across Caco-2 or MDR-MDCK cell monolayers, (2) determining the ability of the test compound to reduce the magnitude of the efflux ratio of P-gp probe substrates, (3) determining $K_i$ or $[I]/IC_{50}$ of the test compounds, and (4) selecting compounds with $K_i$ or $IC_{50}/[I] < 0.1$ for in vivo drug interaction studies.

While it is prudent to start with relatively simple and limited guidelines, such simplicity also pose significant risk by oversimplifying the real behavior of test compounds and arriving at misleading or false conclusions about the potential of compounds to cause in vivo drug interactions. First and foremost, the guideline implies that P-gp is much more important than other transporters in causing drug interactions, clearly this has not been established by definitive studies. Specifically, the proposed experimental scheme and decision trees will likely lead to too many unnecessary clinical drug interaction studies for the simple reason that disposition of compounds with efflux ratio of ~2 is not going to be significantly affected across a P-gp competent epithelial or endothelial tissue; this is an unrealistically wide, “catch-all” guidance rather than selecting potent P-gp substrates likely to have serious drug interactions. The guidance for identifying P-gp inhibitors is equally unrealistic and also quite ambiguous. For example, it is extremely difficult, if not impossible, to achieve $IC_{50}/[I]$ of <0.1 in the cellular test systems proposed. Further, it is not clear what the [I] represents—e.g., in vivo plasma concentrations,
intraintestinal concentrations! Also, it is not clear whether these test systems are
designed to assess in vivo drug interactions at the absorption site or at the bile
canalicular site or at the BBB site. The in vitro models, experimental design, and
screening parameters are expected to be significantly different to predict P-gp-
related drug interactions at each of these sites. Finally, the guidance for identifying
P-gp inducers is even more premature than the guidance for identifying P-gp
substrates and inhibitors that might cause drug interactions. Clearly, much work
needs to be done before a comprehensive and meaningful guidance can be
developed for conducting in vitro studies to identify test compounds that should be
tested for transporter-related in vivo drug interactions.

VII. CONCLUSIONS

Originally discovered as an adaptive response of cancer cells that are exposed to
high concentrations of toxic drugs, P-gp is now recognized as a widely dis-
tributed constitutive protein that plays a pivotal role in the systemic disposition
of a wide variety of hormones, drugs, and other xenobiotics. Furthermore, recent
investigations have uncovered a large family of efflux proteins, with diverse and
overlapping substrate specificities, which play critical roles in the disposition of
therapeutic agents. The scope of the biochemical, cellular, physiological, and
clinical implications of these proteins is just beginning to be recognized. An
exhaustive review of this vast and complex area of emerging research is beyond
the scope of this chapter. Furthermore, an exhaustive review of the research
specifically focusing on P-gp would be prohibitive. Instead, we have focused on
P-gp efflux with a bias toward its role in drug disposition. The studies presented
here have demonstrated the dual role played by P-gp in minimizing the systemic
and tissue/organ exposure to foreign agents—it acts as a biochemical barrier in
preventing the entry (absorption) of drugs across epithelial or endothelial tissues,
and it provides a driving force for excretion of drugs and metabolites by
mediating their active secretion into the excretory organs. By virtue of its
presence in epithelial and endothelial cells, P-gp can also play a decisive role in
the tissue and organ distribution of a drug. The most notable example of this is
the role played by P-gp (as a component of the BBB) in attenuating the access of
drugs to brain tissues. P-gp, when colocalized with metabolic enzymes in certain
tissues (e.g., CYP3A in intestinal epithelium), can modulate the metabolic
transformation of some drugs markedly, both at the cellular and tissue/organ
level. The importance of P-gp efflux as a potential mechanism underlying DDIs
has been recently appreciated. Hence, in designing drugs with optimal phar-
macokinetic profiles, it is imperative that the role of P-gp (and other efflux
proteins) in the ADME of the drug candidates is elucidated. It is equally
important to recognize that other factors—e.g., coadministered drug(s), diet,
disease—can significantly affect the disposition of a given therapeutic agent by
modulating the activity of P-gp (and other efflux proteins), resulting in serious
incidents of therapeutic failure or unexpected toxicity. Although much progress
has been made, it is still difficult to predict how and when P-gp efflux may affect disposition and how this may change in the context of the factors listed above. Elucidation of these relationships is a critical goal certain to advance our knowledge and predictive ability. However, the complexity underlying these relationships is likely to require technological advancements and a multi-disciplinary approach to solve. Investigation of P-gp and other efflux proteins promises to be a very fertile area of research in the years to come across a wide array of scientific disciplines.
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I. INTRODUCTION
Cytochromes P450 (CYPs) constitute the most important family of biotransformation enzymes and play an important role in the disposition of drugs and their pharmacological and toxicological effects. Early consideration of ADME-properties (absorption disposition, metabolism, and excretion) is increasingly seen as essential for efficient discovery and development of new drugs and drug candidates (1,2). Apart from the application of in vitro tools, this necessitates the application of novel in silico tools that can accurately predict ADME-properties of drug candidates already in early stages of the lead finding and optimization process (3–5).

CYPs generally detoxify potentially harmful xenobiotic compounds; however, in a number of cases, nontoxic compounds are also bioactivated to toxic reactive intermediates and procarcinogens into ultimate carcinogens (6). Furthermore, CYPs catalyze key reactions in the formation of endogenous compounds such as hormones and steroids. The catalytic activities of CYPs can be divided into (1) monooxygenase activity, usually resulting in the incorporation of an oxygen atom into the substrate, (2) oxidase activity, resulting in the formation of superoxide anion radicals or hydrogen peroxide (i.e., uncoupling of the catalytic cycle), and (3) substrate reductase activity, usually producing free radical intermediates under anaerobic conditions. For more details we refer to the review by Guengerich (7). Apart from the
incorporation of oxygen into substrates, other reactions can be performed by CYPs, e.g., desaturation, dehydrogenation, ring formation, and dehalogenation. CYPs can be classified according to the electron transfer chain that delivers the electrons for the one-electron reduction reactions from NAD(P)H: class I CYPs are found in bacteria and in eukaryotic mitochondrial membranes and require a flavin adenine dinucleotide (FAD) containing reductase and an iron-sulfur protein (putidaredoxin); class II CYPs are bound to the endoplasmic reticulum and interact directly with a CYP reductase containing FAD and flavin mononucleotide (FMN) (8).

In all known CYP crystal structures available today, the same general three-dimensional (3D) fold is present with a conserved core region containing the C-terminal half of helix I, helices L, E, K, and K', and the heme coordination region (9). A model CYP structure is given in Figure 1 that shows a recent homology model of CYP2D6. The 3D structure of these regions is well conserved amongst the CYP2 family despite a low sequence homology. Other regions (e.g., the active site region containing the B' helix, the loops between helices C and D, the region spanning helices F and G, and most of the β-strands) are more variable. The largest structural variations are found in the B' helix and helices F and G and their connecting loop, which makes sense, since these regions are known to be involved in substrate access and recognition (8). Six substrate recognition sites (SRSs) have been assigned on the basis of mutagenesis and sequence alignment studies with representative members of the CYP2 family and CYP101 (cam) (10). Figure 1 illustrates the organization of SRSs and secondary structure elements in CYP2D6, which shares all major features of CYPs.

The state-of-the-art computational methods used in CYP modeling vary considerably, as does the reliability of the results obtained. Protein homology modeling in combination with automated docking and molecular dynamics (MD) simulations (11,12) have been used successfully for the rationalization and prediction of metabolite formation by several CYP isoenzymes. In recent years, the lack of detailed structural knowledge from crystallography has largely been overcome by the prediction of CYP structures using computer-aided homology modeling techniques in combination with pharmacophore or small molecule models and mechanism-based ab initio and semiempirical calculations (13). It has been concluded that not one computational approach is capable of rationalizing and reliably predicting metabolite formation by CYPs, but that it is rather the combination of various complimentary computational approaches (14).

The primary aim of this chapter is to describe recent advances in CYP homology modeling methods and methods for modeling of CYP protein-ligand interactions. Section II deals with crystal structures, homology models, and various ways in which this structural information is used. Section III covers issues as binding orientation, ligand dynamics, and binding affinity. Finally, a general summary and conclusions section is presented, and an outlook of expected developments in the field. Two comprehensive tables are supplied that list the most important homology models (Table 1) and the most commonly used software for CYP molecular modeling (Table 2).

(text continues on page 442)
Figure 1  Three-dimensional structure (top) and topology and tertiary organization (bottom) of a homology model of CYP2D6 (de Graaf et al., Current Drug Metabolism, 2007; 8:59–77). The SRSs (after 10) are indicated in dark grey shading. Central in the structure is the heme group with the iron as a space-filling sphere. The ligand dextromethorphan is shown in the binding pocket. The figure was generated using Molscript (119) and Raster3D (120). Abbreviations: CYP, cytochrome P450; SRSs, substrate recognition sites.
Table 1 Selection of 52 of the 120 CYP Homology Models Built So Far Based on Available CYP Crystal Structures

<table>
<thead>
<tr>
<th>CYP isoform</th>
<th>CYP template(s)</th>
<th>Predicted property</th>
<th>Method of refinement and validation</th>
<th>Remarks</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A1</td>
<td>101</td>
<td>CSP, $K_m$</td>
<td>MD, SM</td>
<td></td>
<td>122</td>
</tr>
<tr>
<td></td>
<td>2C5</td>
<td>CSP</td>
<td>SM</td>
<td></td>
<td>113</td>
</tr>
<tr>
<td>1A2</td>
<td>102</td>
<td>CSP</td>
<td>SM</td>
<td>Evaluation of alignment strategies</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td>102</td>
<td>CSP, mutagenicity</td>
<td>AD, P (Lozano, 2000), SM</td>
<td>Comparison with 2D6 and 3A4. Suggestion for membrane attachment</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>101/102/107A/108</td>
<td>CSP, IS</td>
<td>AD</td>
<td></td>
<td>42</td>
</tr>
<tr>
<td>1B1</td>
<td>2C5</td>
<td>CSP</td>
<td>SM</td>
<td>Rationalization of inhibition mechanisms</td>
<td>125</td>
</tr>
<tr>
<td>2A1/2A4/2A5</td>
<td>102</td>
<td>CSP, $K_m$, IS</td>
<td>SM</td>
<td></td>
<td>126</td>
</tr>
<tr>
<td>2A6</td>
<td>102</td>
<td>CSP, $K_m$, IS</td>
<td>SM</td>
<td></td>
<td>127</td>
</tr>
<tr>
<td></td>
<td>2C5</td>
<td>CSP</td>
<td>IS</td>
<td></td>
<td>128</td>
</tr>
<tr>
<td>2B1</td>
<td>101</td>
<td>CSP</td>
<td>SM</td>
<td>Suggestion for membrane attachment</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>102</td>
<td>CSP</td>
<td>SM</td>
<td></td>
<td>131</td>
</tr>
<tr>
<td>2B1/2B4/2B5</td>
<td>2C5</td>
<td>IS</td>
<td>SM</td>
<td></td>
<td>54</td>
</tr>
<tr>
<td>2B4</td>
<td>101/102/107A1/108</td>
<td>IS</td>
<td>SM, MD</td>
<td>Suggestion for binding regions with redox partners</td>
<td>135</td>
</tr>
<tr>
<td>2B4</td>
<td>2C5/2C9</td>
<td>$K_s$</td>
<td>SM, MD, QM</td>
<td>Comparison of models derived from 101, 2C5 or 2C9</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CYP isoform</td>
<td>CYP template(s)</td>
<td>Predicted property</td>
<td>Method of refinement and validation</td>
<td>Remarks</td>
<td>Reference</td>
</tr>
<tr>
<td>------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>------------------------------------</td>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>2B6</td>
<td>101/102/107A1/108</td>
<td>CSP, IS</td>
<td>SM</td>
<td>Bound and unbound forms of 102 as additional templates for the F-G-loop</td>
<td>136</td>
</tr>
<tr>
<td></td>
<td>102/2C5</td>
<td>CSP</td>
<td>AD, MD</td>
<td></td>
<td>56</td>
</tr>
<tr>
<td>2C5</td>
<td></td>
<td>CSP, IS</td>
<td>AD, P</td>
<td></td>
<td>81</td>
</tr>
<tr>
<td>2C5</td>
<td></td>
<td>CSP, IS</td>
<td>AD, P</td>
<td></td>
<td>81</td>
</tr>
<tr>
<td>2C9</td>
<td>101</td>
<td>CSP</td>
<td>SM</td>
<td></td>
<td>137</td>
</tr>
<tr>
<td>2C8/2C9/2C18/2C19</td>
<td>CSP, IS</td>
<td>AD, P</td>
<td>Comparison of 2C active sites</td>
<td></td>
<td>55</td>
</tr>
<tr>
<td>2C18/2C19</td>
<td>102</td>
<td>CSP, IS, IS</td>
<td>MD</td>
<td>Preliminary model of active site regions (11 segments)</td>
<td>138</td>
</tr>
<tr>
<td>2D6</td>
<td>101</td>
<td>CSP</td>
<td>P</td>
<td>Refinement and validation using NMR-derived ligand-heme distance restraints</td>
<td>36,40,41</td>
</tr>
<tr>
<td></td>
<td>101/102/108</td>
<td>CSP</td>
<td>P</td>
<td></td>
<td>28,29</td>
</tr>
<tr>
<td></td>
<td>101/102/108</td>
<td>CSP</td>
<td>P</td>
<td></td>
<td>28,29</td>
</tr>
<tr>
<td></td>
<td>101/102/107A1/108</td>
<td>CSP, IS</td>
<td>AD</td>
<td>Comparison with 1A2 and 3A4. Includes suggestion for membrane attachment</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>101/102/2C5</td>
<td>CSP, K_m</td>
<td>AD, P</td>
<td>Evaluation of alignment strategies</td>
<td>139</td>
</tr>
<tr>
<td></td>
<td>101/102/107A1/108/2C5</td>
<td>CSP</td>
<td>AD, SM</td>
<td></td>
<td>44,46</td>
</tr>
<tr>
<td>2C5</td>
<td></td>
<td>CSP, IS</td>
<td>AD, MD</td>
<td>Comparison with rat 2D1/2/3/4 models built on 2D6</td>
<td>11</td>
</tr>
<tr>
<td>CYP isoform</td>
<td>CYP template(s)</td>
<td>Predicted property</td>
<td>Method of refinement and validation</td>
<td>Remarks</td>
<td>Reference</td>
</tr>
<tr>
<td>------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>-------------------------------------</td>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>2E1</td>
<td>102</td>
<td>CSP, IS</td>
<td>SM</td>
<td></td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>2C5/2C9</td>
<td>CSP</td>
<td>AD, MD, QM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3A4</td>
<td>101</td>
<td>CSP</td>
<td>AD, MD, QM</td>
<td></td>
<td>141</td>
</tr>
<tr>
<td></td>
<td>101/102/107A1/108</td>
<td>CSP</td>
<td>AD, MD, QM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>101/102/107A1/108</td>
<td>CSP, IS</td>
<td>AD</td>
<td></td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4A1/4A4/4A11</td>
<td>102</td>
<td>CSP</td>
<td>SM</td>
<td></td>
<td>145</td>
</tr>
<tr>
<td>4A11</td>
<td>102</td>
<td>CSP</td>
<td>MD</td>
<td></td>
<td>146</td>
</tr>
<tr>
<td>6B1</td>
<td>102</td>
<td>CSP</td>
<td>AD, SM</td>
<td></td>
<td>84, 147</td>
</tr>
<tr>
<td>11A (SCC)</td>
<td>102</td>
<td>CSP</td>
<td>AD, MD, SM</td>
<td></td>
<td>148</td>
</tr>
<tr>
<td>17 (17α)</td>
<td>101</td>
<td>CSP</td>
<td>MD, SM</td>
<td></td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>108</td>
<td>CSP</td>
<td>MD</td>
<td></td>
<td>151</td>
</tr>
<tr>
<td>19 (arom)</td>
<td>101</td>
<td>CSP</td>
<td>SM</td>
<td></td>
<td>152</td>
</tr>
<tr>
<td></td>
<td>102</td>
<td>CSP</td>
<td>SM</td>
<td></td>
<td>153</td>
</tr>
<tr>
<td></td>
<td>2C5</td>
<td>CSP</td>
<td>SM</td>
<td></td>
<td>154</td>
</tr>
<tr>
<td>51 (14α)</td>
<td>101</td>
<td>CSP</td>
<td>SM</td>
<td></td>
<td>155</td>
</tr>
<tr>
<td></td>
<td>101/102/107A1</td>
<td>CSP</td>
<td>MD</td>
<td></td>
<td>156</td>
</tr>
<tr>
<td>27A1</td>
<td>102</td>
<td>SM</td>
<td></td>
<td></td>
<td>157</td>
</tr>
<tr>
<td>CYP isoform</td>
<td>CYP template(s)</td>
<td>Predicted property</td>
<td>Method of refinement and validation</td>
<td>Remarks Reference</td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>----------------</td>
<td>--------------------</td>
<td>-------------------------------------</td>
<td>--------------------</td>
<td></td>
</tr>
<tr>
<td>73A1</td>
<td>101/102/107A1/108</td>
<td>CSP&lt;sup&gt;e&lt;/sup&gt;</td>
<td>SM</td>
<td>Refinement and validation using NMR-derived ligand-heme distance restraints</td>
<td></td>
</tr>
<tr>
<td>105C1A1/B1</td>
<td>101</td>
<td>CSP&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td>Models with different alignments.</td>
<td></td>
</tr>
<tr>
<td>105C1</td>
<td>101/102/107A1/108</td>
<td>MD</td>
<td></td>
<td>159</td>
<td></td>
</tr>
</tbody>
</table>

For each CYP isoform, in addition to the earliest published model, only the most recent and most properly refined and validated homology models are included.

Key references for substrate-free crystal structures for CYP isoforms 101 (162), 102 (163), 107A (59), 108 (164), 55A1 (165), 2C5 (50), and 2C9 (15).

Predicted property: "Affinity" (Michaelis-Menten constant $K_m$ or spectral dissociation constant $K_s$); CSP, catalytic site prediction; IS, isoenzyme specificity.

Method of prediction and validation: Automated docking (AD) of substrates in homology model to predict site of catalysis; molecular dynamics (MD) simulations to predict site of catalysis or affinity (LIE method); combined with pharmacophore model (P); site-directed mutagenesis (SM) studies used to refinement and validation of sequence alignment and/or homology model; quantum mechanics (QM) calculations to predict site of catalysis. References are given for applications of methods in separate studies.

First published homology models for each isoform are underlined.

Catalytic site prediction using manual docking in combination with energy minimizations and/or MD simulations.

Affinity prediction using manual docking in combination with energy minimizations and 1D-QSARs.
II. HOMOLOGY MODEL BUILDING

A. Introduction

A wealth of detailed information on CYP enzyme action and substrate or inhibitor interactions with the binding cavity becomes accessible when a structure of the CYP protein is available. The main source for these structures is X-ray crystallography, but an even larger number of CYP structures have been built on the basis of these crystal structures using homology modeling techniques, which are summarized in Table 1. The progression in fields of X-ray crystallography and homology model building, as well as their mutual complementarity, will be illustrated and discussed in the following sections. The commonly used software for CYP homology model building and CYP protein structure analysis is listed in Table 2.

B. Crystal Structures

Crystal structures have been resolved for several cytosolic bacterial \((n = 75)\), cytosolic eukaryotic \((n = 23)\), and, recently, also of membrane-bound mammalian \((n = 6)\) CYP oxygenases. In addition to these 104 CYP oxygenase structures, including 3 CYP102 \((\text{BM}3)\) oxygenase-reductase complexes, 6 individual CYP reductase structures have been resolved. In addition, several new structures have been announced on the Protein Data Bank (PDB), such as human CYP3A4 and inhibitor-bound CYP2B4. The progression in CYP crystallography has recently culminated in the first structure of a human CYP2C9 (15). However, the distance of the bound S-warfarin substrate to the heme iron is large \((\sim 10 \AA)\), which makes it unlikely that this crystal structure corresponds to a catalytically active state. In line with this suggestion, Arg105 and Arg108, implicated in the formation of putative anionic-binding sites by mutagenesis, pharmacophore and homology modeling studies both point away from the active site. Previously, in the substrate-bound CYP102 \((\text{BM}3)\) structures, unreasonably long substrate-heme distances were found (16,17). It has been suggested that protein conformational changes driven by electron transfer trigger the movement of these substrates into effective positions for hydroxylation (18). In crystal structures of CYP101 \((\text{cam})\) (19–22) and CYP2C5 (23), multiple ligand-binding modes were observed. In CYP107A \((\text{Ery}F)\) (24), homotropic cooperativity of multiple ligands was observed. These effects probably are a result of ligand-induced conformational changes of the active site and the relatively large volume of the active site as compared with the volume occupied by the ligand.

Although crystallographical protein structures are firmly based on experimental data, it must be borne in mind that for resolutions of around 2 Å and worse, the electron density maps are not sufficiently detailed to resolve individual atoms. In order to circumvent this problem, molecular modeling techniques are often applied and usually yield reliable structural models that best represent the measured diffraction patterns (25). However, the likelihood of
errors in the structure like misthreading or misplacement of secondary structure elements increases rapidly with diminishing resolution. In some cases, it is more appropriate to characterize these structures as crystallographic protein models to emphasize the distinction with atomic-resolution crystallographic structures.

C. Homology-based Protein Models

1. Methods Background

Like X-ray crystal structures, CYP protein homology model structures can be a valuable source of detailed information on binding cavity characteristics and other details of the ligand-protein interaction. In addition, a variety of biochemical, spectroscopical, and mutational data may be incorporated during the model building process, providing a powerful way to consolidate and rationalize the different experimental insights into the structure and function of the CYP enzyme. The commonly used software for CYP homology model building is listed in Table 2.

Building a homology model of a protein is a highly iterative process involving (often many) cycles of sequence or structural alignments and model building, analysis, and validation, as is depicted in the flowchart in Figure 2. Starting with the sequence of the target CYP protein, homologous sequences are found by scanning against sequences of proteins from the PDB using one of the many search algorithms available, such as PSI-BLAST (26); more are listed in Table 2. This is step 1 in the top cycle in Figure 2. Often, first a multiple sequence alignment is performed against homologous sequences of the CYP subfamily, as available from sequence databases, which is step 2 in this cycle. The sequence alignment of templates must be validated, e.g., using mutational studies and isoenzyme specificity to verify that the location of essential amino acids is correct, which is step 3 in this cycle, and if necessary it can be refined by structural alignment, step 4 in the top cycle in Figure 2. Although all CYPs share the same fold, variations in length and position of secondary structure elements between isoforms make structural alignments less than straightforward. Alignments can be carried out in two different ways (8). The first method is to align the sequence according to a superposition of available protein (crystal) structures. Using this approach, Hasemann et al. made the first CYP structural sequence alignment using crystal structures of CYP101 (cam), 102 (BM3), and 108 (ter) (9). The second method focuses on local structural similarities between equivalent structure elements. Jean et al. developed an algorithm to define the so-called “common structure building blocks” (CSBs) by comparing torsion angles of protein backbones (27). From the same three CYP crystal structures, 15 CSBs were derived, consisting of most CYP secondary structure elements except helices A and B’ (see also Fig. 1).

Once the templates have been aligned, step 4 in the top and step 1 in the central cycle in Figure 2, the amino acid sequence of the target protein is aligned with them, step 2 in the central cycle, and this alignment must be validated using
Table 2  Commercially Available Computational Molecular Modeling Software Used in the Studies Described in This Chapter

<table>
<thead>
<tr>
<th>Program</th>
<th>Description</th>
<th>Reference</th>
<th>Web site</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homology modeling</td>
<td>ExPASy Proteomics web-server for the analysis of protein sequences and structures</td>
<td>166</td>
<td><a href="http://www.expasy.org">www.expasy.org</a></td>
</tr>
<tr>
<td>(PSI-)BLAST</td>
<td>Algorithm for searching of nucleotide and protein databases</td>
<td>26</td>
<td><a href="http://www.ncbi.nlm.nih.gov/BLAST/">www.ncbi.nlm.nih.gov/BLAST/</a></td>
</tr>
<tr>
<td>ClustalW</td>
<td>Sequence alignment program/web server</td>
<td>167</td>
<td><a href="http://www.ebi.ac.uk/clustalw/">www.ebi.ac.uk/clustalw/</a></td>
</tr>
<tr>
<td>Dali</td>
<td>Automatic structure comparison program for structural sequence alignments</td>
<td>168</td>
<td><a href="http://www.ebi.ac.uk/dali/">www.ebi.ac.uk/dali/</a></td>
</tr>
<tr>
<td>GCG</td>
<td>Sequence alignment program</td>
<td>169</td>
<td></td>
</tr>
<tr>
<td>JPRED</td>
<td>Secondary structure prediction and sequence alignment web server</td>
<td>170</td>
<td><a href="http://www.compbio.dundee.ac.uk/~www-jpred/">www.compbio.dundee.ac.uk/~www-jpred/</a></td>
</tr>
<tr>
<td>T-COFFEE</td>
<td>Sequence alignment program</td>
<td>171</td>
<td><a href="http://www.ch.embnet.org/software/TCoffee.html">www.ch.embnet.org/software/TCoffee.html</a></td>
</tr>
<tr>
<td>NNPREDICT</td>
<td>Secondary structure prediction web server</td>
<td>172</td>
<td><a href="http://www.cm">www.cm</a> pharm.ucsf.edu/~nomi/nnpredict.html</td>
</tr>
<tr>
<td>Prosa</td>
<td>Algorithm for searching of nucleotide and protein databases</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSIPRED</td>
<td>Automatic sequence alignment, protein fold recognition, and secondary structure prediction web server</td>
<td>173</td>
<td>bioinf.cs.ucl.ac.uk/psipred/</td>
</tr>
<tr>
<td>Consensus</td>
<td>Comparative homology modeling program</td>
<td>174</td>
<td><a href="http://www.accelrys.com/insight/consensus.html">www.accelrys.com/insight/consensus.html</a></td>
</tr>
<tr>
<td>Modeller</td>
<td>Comparative homology modeling program</td>
<td>175</td>
<td>salilab.org/modeller/modeller.html</td>
</tr>
<tr>
<td>SWISS-MODEL</td>
<td>Automated comparative protein-modeling server</td>
<td>176</td>
<td>expasy.hcuge.ch/swissmod/SWISS-MODEL.html</td>
</tr>
<tr>
<td>PredictProtein</td>
<td>Automatic sequence alignment, protein fold recognition, and secondary structure prediction web server</td>
<td>177</td>
<td><a href="http://www.embl-heidelberg.de/predictprotein/">www.embl-heidelberg.de/predictprotein/</a></td>
</tr>
<tr>
<td>Protein structure analysis</td>
<td>ERRAT Program to evaluate the amino acid side-chain environment (packing quality) of protein structures</td>
<td>178</td>
<td><a href="http://www.doe-mbi.ucla.edu/Services/ERRAT/">www.doe-mbi.ucla.edu/Services/ERRAT/</a></td>
</tr>
<tr>
<td>PROCHECK</td>
<td>Program to evaluate the stereochemical quality of protein structures</td>
<td>179</td>
<td><a href="http://www.biochem.uc.ac.uk/~roman/procheck/procheck.html">www.biochem.uc.ac.uk/~roman/procheck/procheck.html</a></td>
</tr>
<tr>
<td>Program</td>
<td>Description</td>
<td>Reference</td>
<td>Web site</td>
</tr>
<tr>
<td>---------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-----------</td>
<td>----------------------------------------------</td>
</tr>
<tr>
<td>PROSA II</td>
<td>Program to evaluate the fold of protein structures</td>
<td>180</td>
<td><a href="http://www.came.sbg.ac.at/Services/prosa.html">www.came.sbg.ac.at/Services/prosa.html</a></td>
</tr>
<tr>
<td>PROVE</td>
<td>Program for protein volume evaluation</td>
<td>181</td>
<td><a href="http://www.ucmb.ulb.ac.be/SCMBB/PROVE/">www.ucmb.ulb.ac.be/SCMBB/PROVE/</a></td>
</tr>
<tr>
<td>Verify3D</td>
<td>Program to evaluate the amino acid side-chain environment (solvent accessibility) of protein structures</td>
<td>182</td>
<td><a href="http://www.doe-mbi.ucla.edu/Services/Verify_3D/">www.doe-mbi.ucla.edu/Services/Verify_3D/</a></td>
</tr>
<tr>
<td>AMBER</td>
<td>MD simulation engine and force field</td>
<td>93</td>
<td>amber.ch.ic.ac.uk</td>
</tr>
<tr>
<td>CHARMM</td>
<td>MD simulation engine and force field</td>
<td>94</td>
<td><a href="http://www.charmm.org">www.charmm.org</a></td>
</tr>
<tr>
<td>GROMACs</td>
<td>MD simulation engine and force field</td>
<td>96</td>
<td><a href="http://www.gromacs.org">www.gromacs.org</a></td>
</tr>
<tr>
<td>GROMOS</td>
<td>MD simulation engine and force field</td>
<td>183</td>
<td><a href="http://www.igc.ethz.ch/gromos/">www.igc.ethz.ch/gromos/</a></td>
</tr>
<tr>
<td>AutoDock</td>
<td>Automated ligand-protein docking program with genetic algorithm and regression-based scoring function</td>
<td>67</td>
<td><a href="http://www.scripps.edu/pub/olson-web/doc/autodock/">www.scripps.edu/pub/olson-web/doc/autodock/</a></td>
</tr>
<tr>
<td>Chemscore</td>
<td>Regression-based scoring function</td>
<td>184</td>
<td><a href="http://www.tripos.com/sciTech/inSilicoDisc/">www.tripos.com/sciTech/inSilicoDisc/</a></td>
</tr>
<tr>
<td>Cscore</td>
<td>Suite of scoring functions (ChemScore, DOCK, FlexX, GLIDE, PMF) and consensus scoring tool</td>
<td>185</td>
<td>virtualScreening/ccscore.html</td>
</tr>
<tr>
<td>DOCK</td>
<td>Automated docking program with incremental construction and random search algorithm and force field-based scoring function</td>
<td>66</td>
<td>dock.compbio.ucsf.edu</td>
</tr>
<tr>
<td>FlexX</td>
<td>Automated docking program with incremental construction algorithm and regression-based scoring function</td>
<td>65</td>
<td><a href="http://www.biosolveit.de/FlexX/">www.biosolveit.de/FlexX/</a></td>
</tr>
<tr>
<td>GLIDE</td>
<td>Automated docking program with exhaustive search algorithm and regression-based scoring function</td>
<td>186</td>
<td><a href="http://www.schrodinger.com/Products/glide.html">www.schrodinger.com/Products/glide.html</a></td>
</tr>
<tr>
<td>GOLD</td>
<td>Automated ligand-protein docking program with genetic algorithm and force field-based scoring function</td>
<td>64</td>
<td><a href="http://www.ccdc.cam.ac.uk/products/life_sciences/gold/">www.ccdc.cam.ac.uk/products/life_sciences/gold/</a></td>
</tr>
</tbody>
</table>

Continued
<table>
<thead>
<tr>
<th>Program</th>
<th>Description</th>
<th>Reference</th>
<th>Web site</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMF</td>
<td>Knowledge-based scoring function</td>
<td>187</td>
<td></td>
</tr>
<tr>
<td>SCORE</td>
<td>Regression-based scoring function</td>
<td>188</td>
<td></td>
</tr>
<tr>
<td>SLIDE</td>
<td>Automated docking program with multilevel and mean field algorithm and regression-based scoring function</td>
<td>189</td>
<td><a href="http://www.bch.msu.edu/labs/kuhn/web/projects/slide/home.html">www.bch.msu.edu/labs/kuhn/web/projects/slide/home.html</a></td>
</tr>
<tr>
<td>X-SCORE</td>
<td>Suite of three regression-based scoring functions and consensus scoring tool</td>
<td>190</td>
<td>sw16.im.med.unich.edu/software/xtool/</td>
</tr>
</tbody>
</table>

**General modeling programs**

<table>
<thead>
<tr>
<th>Program</th>
<th>Description</th>
<th>Reference</th>
<th>Web site</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insight II</td>
<td>Program with modules for homology modeling, protein structure analysis, pharmacophore/3D-QSAR modeling, MD</td>
<td></td>
<td><a href="http://www.accelrys.com/insight/Insight2.html">www.accelrys.com/insight/Insight2.html</a></td>
</tr>
<tr>
<td>QUANTA</td>
<td>Program with modules for homology modeling, protein structure analysis, MD</td>
<td></td>
<td><a href="http://www.accelrys.com/quanta/">www.accelrys.com/quanta/</a></td>
</tr>
<tr>
<td>Sybyl</td>
<td>Program with modules for homology modeling, protein structure analysis, pharmacophore/3D-QSAR modeling, MD, automated docking</td>
<td></td>
<td><a href="http://www.tripos.com/sciTech/inSilicoDisc/">www.tripos.com/sciTech/inSilicoDisc/</a> moleculeModeling/sybyl.html</td>
</tr>
<tr>
<td>WHAT IF</td>
<td>Program with modules for homology modeling, protein structure analysis, MD</td>
<td></td>
<td><a href="http://www.cmbi.kun.nl/whatif/">www.cmbi.kun.nl/whatif/</a></td>
</tr>
</tbody>
</table>

*Abbreviation: MD, molecular dynamics.*
mutational studies to verify that the location of essential amino acids is correct, step 3 in this cycle. For the parts of the target protein that have the best alignment with the template structure, or one of the template structures, the coordinates of the backbone of the target are taken from the homologous parts of the backbone of the template. Side-chain coordinates are transferred as well using the ‘‘maximum overlap’’ principle to keep the coordinates of all atoms from the template residue side chain that have topologically corresponding atoms in the target. Missing side-chain atoms are added and conformations are generated for inserted residues and loops and, finally, the structure can be optimized using, e.g., energy minimization, simulated annealing, or ‘‘room temperature’’ MD simulations. On the basis of basic protein structure quality parameters (e.g., Ramachandran distributions, packing quality), one of several generated model structures is selected. Together this constitutes the ‘‘model building’’ step 4 in the central cycle in Figure 2.

The 3D homology model of the protein structure is validated as much as possible with experimental data, such as mutagenesis data, NMR spin-relaxation measurements (28–30), active site chemical probe studies (31,32), and predictions of CYP substrate- and/or inhibitor-binding and regioselective metabolism and
isoenzyme specificity, using, e.g., automated docking (sec. III.B) and MD simulations (sec. III.C), which is step 5 in the central cycle in Figure 2. Depending on the quality of the model as indicated by the validations used, it will be refined by additional cycles of structure optimization and repeated model building, which is the bottom-right cycle in Figure 2 and also involves steps 3 and 4 of the central cycle, as well as by improving the alignment with the template sequence(s) and/or structure(s) and repeating all steps in the central cycle.

Table 1 shows a selection of the many homology models built so far based on available CYP crystal structures (middle, 2004). Especially in the last few years, the use of homology modeling has increased considerably (Fig. 3). Therefore, for each CYP isoform, in addition to the earliest published model, only the most recent and most properly refined and validated homology models are included in this review. A more extensive overview of the earlier CYP homology models until 2000 is available in an earlier review by Ter Laak et al. (33) and a more recent review by us (34). The dependency of homology model building on the availability of (quality) crystal structures is obvious, the correlated growth in published crystal structures and homology models is clearly visible in Figure 3. In total, we counted 120 homology models published, of which 52 are included in Table 1. The progress in homology modeling is demonstrated below by the case of CYP2D6.
2. Applications

The first preliminary homology model for the human CYP2D6, containing only active site regions of the protein (11 segments) indicated Asp301 as an important amino acid residue for catalytic activity (35). For one of the first complete CYP2D6 homology models, a structural sequence alignment of the crystal structures of bacterial CYP101, 102, and 108 isoenzymes (9) was aligned with a multiple sequence alignment for members of the CYP2 family using site-directed mutagenesis data (36). Three known substrates (debrisoquine, dextromethorphan, and GBR 12909) and one inhibitor (ajmalicine) were docked into the active site of the CYP2D6 model (36) indicating that the protein model was able to accommodate large substrates and inhibitors. The docked conformations indicated a crucial H-bond with the amino acid Asp301. Two amino acids for which site-directed mutagenesis data were available, namely, Asp301 (37) and Val374 (38,39), were part of the active sites of the protein model (36). Later, a cluster of 51 manually superimposed and energy-minimized substrates were docked and evaluated in a refined model explaining 72 metabolic pathways catalyzed by CYP2D6 (40,41). It appeared that this model could predict correctly six out of eight metabolites observed in a test set of compounds. A CYP2D6 model was published together with models of CYP1A2 and CYP3A4 based on four bacterial crystal structures (42). In total, 14 CYP2D6 substrates and four nonspecific substrates known to be metabolized by 2D6 were successfully automatically docked into the active site. Almost all substrates had important Van der Waals interactions with Val307, Phe483, and Leu484, whereas Asp301 was always involved in charge-reinforced H-bonds with the protonated nitrogen atom of the substrates. Modi et al. introduced an original approach for the construction of CYP2D6 protein models (28,29). They used NMR spin-relaxation rate-derived distance restraints for codeine and MPTP to guide the homology modeling process.

Recently, four different sets of comparative models of CYP2D6 [including the first CYP2D6 homology models based on rabbit CYP2C5, the first mammalian CYP crystal structure (43)] were constructed using different structural alignments of combinations of four bacterial and/or CYP2C5 crystal structure templates (44). Selection of the best model was based on stereochemical quality and side-chain environment. The resulting model was further refined and validated by automated docking in combination with NMR-derived distance restraints mentioned above (28,29) and GRID/GOLPE analysis (45) of the active site. This latter analysis suggested that both Asp301 and Glu216 are required for metabolism of basic substrates, as Glu216 was identified as a key determinant in the binding of the basic moiety of substrates, while Asp301 might exert indirect effects on protein-ligand binding by movement of the B'-C loop and creating a net negative charge together with Glu216. This hypothesis was later confirmed by site-direct mutagenesis studies, which showed that neutralizing both Glu216 and Asp301 alters CYP2D6 substrate recognition (46).
More recently, a new homology model of CYP2D6 based on rabbit CYP2C5 was reported (11). The model was validated on its ability to (1) accommodate codeine in the binding orientation determined by Modi et al. (28), (2) to reproduce the binding orientations corresponding to metabolic routes of 10 substrates with rigid docking studies, (3) to remain stable during unrestrained MD at 300 K, and (4) inhibition characteristics of 11 CYP2D6 model ligands. Analogous homology models were generated for the rat CYP2D isoforms, 2D1/2/3/4 (11). Electrostatic potential calculations on the binding pocket residues showed large differences in the negative charge of active sites of the different isoenzymes, as is shown in Figure 4. These differences correlated well with observed IC50s (11). This observation provided novel insights into differences in active site topology of human and rat 2D isoforms and on the validity of the rat as a model for human CYP2D6 activity. Interestingly, in addition to Asp301 and Glu216, this study also indicated Phe120 as a key interaction residue. Importance of Phe120 in CYP2D6 metabolism was later confirmed by site-directed mutagenesis studies (47,48).

In summary, protein homology models of CYP2D6 have provided a detailed insight in the overall protein structure as well as in the active site topology. The availability of the first crystal structure of a membrane bound CYP, i.e., the rabbit CYP2C5, as well as more advanced computational modeling techniques, e.g., MD simulations, have significantly improved the predictive quality of the resulting protein models. The most recent human CYP2C9 crystal structure has so far only been used in the construction of a new CYP2B4 model (49). Homology models proved to be very suitable to predict specificity and sites of metabolism for CYP substrates, but the quantitative prediction of (binding) affinities and turnover rates remains a challenge for the near future.

D. Conclusions: Homology Model Building

The first human CYP crystal structure [i.e., CYP2C9 (15)] together with some other crystal structures of mammalian CYPs [rabbit CYP2C5 (23,50,51) and human CYP2B4 (52) and CYP2C8 (53)] provide a still growing basis for modeling work. When using crystal structures for CYP-modeling studies, special attention should be given to the state in which the CYP was crystallized, as this may not correspond to a catalytically active state. It may be necessary to combine such a structure with a relevant active site loop structure from a related CYP crystal structure in which the loop is known to be in the active state. Although the resulting model is sometimes classified as “only” a homology model, the model can be much more relevant for rationalizing and predicting enzyme activity than the respective crystal structure.

As shown in Table 1, the trend in CYP homology model building is clearly toward a multi-integrated approach using multiple sequence alignments (multiple), structural alignments in combination with mutational, spectroscopic and enzyme kinetic experimental data and new or available pharmacophore models.
automated docking, and MD simulations. Mutational data and experimental knowledge of SRSs are very frequently used to optimize sequence and structural alignments and validate final homology models. Recent homology models show good agreement with site-directed mutagenesis studies, especially in the case of CYP2D6, where Phe120, Glu216, and Asp301 were indicated as key determinants of selectivity and regiospecificity of substrate binding and catalysis by CYP2D6. Several cases are known in which CYP homology models are

Figure 4 Electronic potential of the active site of (A) CYP2D1, (B) CYP2D2, (C) CYP2D3, (D) CYP2D4, and (E) CYP2D6. Grey, black, and white indicate negative, positive, and neutral electrostatic potentials, respectively. The electrostatic potential surfaces are shown in the same orientation as the enzyme shown in (F), with the heme group at the bottom of the active site. Source: Modified from Ref. 11.
combined with pharmacophore models (i.e., CYP1A2, 2B6, 2C8/9/18/19, and 2D6) or QM calculations (i.e., CYP2E1 and 3A4). In recent studies, for nearly all isoforms, predictions of site(s) of catalysis in substrates, substrate selectivity, isoenzyme specificity, e.g., CYP1A2, 2D6, and 3A4 (42), 2B1/4/5 (54), and 2C8/9/18/19 (55), and ligand (binding) affinity by automated docking and MD simulations have been used during the model building process to evaluate intermediate stages, as well as for a first validation of the final model. An upcoming and potentially powerful approach is the use of MD simulation techniques for optimization of the final model, e.g., for CYP2B6 (56) and other oxygenase enzymes (12). Although CYP homology models are rarely used for quantitative binding affinity predictions (e.g., CYP1A1, as described in sec. III.C.2), CYP homology models for many isoforms have been used successfully for the prediction of substrate selectivity and site of metabolism by automated docking and MD (see sec. III.B and III.C, respectively).

III. LIGAND-PROTEIN BINDING

A. Introduction

One of the critical issues in predicting substrate metabolism is the combination of statistic, orientational, and energetic factors that each contributes to various degrees in different CYP enzymes. A first step is made by automated docking programs that aim to predict energetically favorable binding conformations of ligands in the active site cavity. Further exploration of binding conformations and relative probabilities can be done using MD simulations, which can also be used for predictions of binding affinities. The commonly used software for CYP ligand-binding predictions is listed in Table 2.

Comparison between different ligand-bound crystal structures of CYP101 reveals small perturbations at the binding site and for some ligands result in important alterations in the recognition pattern for binding (57). Comparison between ligand-bound and ligand-free crystal structures of other CYP iso-enzymes, i.e., 102 (BM3) (58), 107A (EryF) (59), 119 (60), 51 (I42) (61), and 2C5 (23,51), showed ligand-induced changes in size, shape, and hydration of the active site. This conformational flexibility of the active site is likely to underlie the capacity of many CYP isoenzymes to metabolize structurally diverse ligands of different sizes and to bind ligands in multiple binding modes (generating different metabolic products).

B. Automated Ligand-Protein Docking

1. Methods Background

Automated ligand-protein docking methods predict energetically favorable conformations and orientations of ligands (or substrates) in the binding pocket of a protein. Algorithms to generate different poses (docking) are combined with
scoring functions that consider the tightness of the protein-ligand interactions (62,63). When a structural model of a CYP isoenzyme is available, from X-ray crystallography or homology model building, docking methods can be used for predictions of the catalytic site and binding affinity for CYP substrates and to identify potential CYP substrates in a chemical database (protein-based virtual screening). In addition, automated docking can be used to generate input structures for pharmacophore modeling and MD simulations (see sec. III.C’’). The heme prosthetic group, the presence of water in the active site, the relatively large size and large conformational flexibility of the active site, the broad range of substrates and many catalytic sites in most substrates, as described in section II.B, make CYPs rather difficult docking targets.

Several docking algorithms and scoring functions have been described in the past few years, the most commonly used for CYPs are GOLD (64), FlexX (65), DOCK (66), and AutoDock (67), and the scoring functions from C-Score (TRIPOS Inc., St. Louis, Missouri, U.S.); more are listed in Table 2. Docking accuracy, i.e., structure prediction, and scoring accuracy, i.e., prediction of binding free energy, of docking-scoring combinations vary considerably with the selected target protein and physicochemical details of target-ligand interactions (68,69) and even depend on fine details of the CYP protein structure, as shown for CYP101 (cam) (70). Therefore, a docking-scoring strategy must be tailored to the system of interest on the basis of a test set of ligand-bound protein crystal structures. For CYP crystal structures such a methodological evaluation was performed recently (71) and so far has not been explored for CYP homology models. Water molecules can play an essential role in ligand-protein binding (72–74), and water-mediated ligand-protein interactions have been observed in crystal structures of most CYP isoforms, e.g., rabbit CYP2C5 (23,51) and human CYP2C9 (15). Most docking algorithms, however, ignore the possibility of water-mediated interactions between protein and ligand (75,76). Ligand-induced changes in the active sites of CYPs can lead to important alterations in ligand recognition patterns and are accounted for in some new methods (75,77,78), but the inclusion of full protein flexibility in automated ligand-protein docking gives an enormous increase in complexity (62,75), and until now no such method has been validated extensively (76,79).

2. Applications

Automated docking has primarily been applied to refine and validate CYP pharmacophore models (55,80) and protein homology models (see Table 1), and manual docking has been extensively used as well in the past. Validation is achieved by comparing predicted binding modes of substrates with reported metabolic product(s) and was used during the homology modeling process of CYP1A2 (42), 2B6 (56,81), the 2C subfamily (55), 2D6 (11,42,44), 2E1 (82), 3A4 (42,83), and 6B1 (84). In Figure 5, dextromethorphan is shown in its docked binding orientation in the binding cavity of the CYP2D6 homology model.
Experimentally determined binding affinities of 11 different CYP101 (cam)-ligand complexes showed no clear correlation with values from different C-Score scoring functions on CYP101(cam)-ligand crystal structures or on complexes produced by the automated docking program FlexX (85). Nevertheless, the docking and scoring could still be used to prioritize in silico screening hits of a chemical database. For wild-type CYP101 (cam) and the L244A mutant, DOCK was used for in silico screening to identify potential substrates (86,87) and imidazole inhibitors (88).

The automated docking program GOLD was recently used to predict binding of octane, octanoic, and lauric acid to CYP102 (BM3) (89). Predicted binding modes were further analyzed with MD simulations and QM calculations on substrate reactivity, as described in more detail in section III.C. Marked differences were seen in the probabilities of different binding modes in wild-type CYP102 and three mutants, and these trends were comparable to experimental product formation.

Recently, three popular automated docking programs AutoDock, FlexX, and GOLD have been evaluated on their ability to predict the binding mode of ligands from 19 crystallized complexes of CYPs and ligands, either without water, with crystal waters, or with water in positions based on predictions by GRID (71). Although the individual programs only showed mediocre performance, pooling and rescoring of all solutions improved the prediction accuracy significantly. Binding mode predictions were strongly improved by including either crystal or predicted water, and even with higher deviation from the reference crystal structure, correct prediction of the site of catalysis was still possible.

Figure 5  Example of substrate docking. Dextromethorphan docked in the active site of the homology model of CYP2D6. Key interacting side chains (Phe120, Glu216, Asp301, and Phe483) in the CYP2D6 active site binding cavity are shown as stick models, the rest of the active site is shown in cartoons. The figure was generated using Molscript and Raster3D. Source: From Ref. 119 and 120.
C. Molecular Dynamics

1. Methods Background

The role of CYPs as biotransformation enzymes and the broad substrate selectivity of many CYPs are reflected by the size of the active site, which is generally large compared with the size of the substrates. Furthermore, many substrates and inhibitors exhibit high degrees of internal flexibility, and large conformational changes of the CYP protein structure on ligand binding are known to play an important role in the CYP reaction cycle. By using MD simulations, these processes associated with CYP-ligand interaction can be described and understood in atomic detail (89–91).

MD simulations provide a detailed insight in the behavior of molecular systems in both space and time, with ranges of up to nanometers and nanoseconds attainable for a system of the size of a CYP enzyme in solution. However, MD simulations are based on empirical molecular mechanics (MM) force field descriptions of interactions in the system, and therefore depend directly on the quality of the force field parameters (92). Commonly used MD programs for CYPs are AMBER (93), CHARMM (94), GROMOS (95), and GROMACS (96), and results seem to be comparable between methods (also listed in Table 2). For validation, direct comparisons between measured parameters and parameters calculated from MD simulations are possible, e.g., for fluorescence (97) and NMR (cross-relaxation) (98,99). In many applications where previously only energy minimization would be applied, it is now common to perform one or several MD simulations, as Ludemann et al. and Winn et al. (100–102) performed in studies of substrate entrance and product exit.

Starting conformations of MD simulations are generally obtained from automated docking methods (see also the previous sec. III.B). Conversely, structural snapshots from MD runs can be used, with or without energy minimization, to include protein flexibility into docking simulations. Because of limited timescales of simulations, results can remain dependent on the starting conformations. The state of the art is to solvate the simulated system in explicit water in a periodic box, which although computationally more expensive than continuum solvent or limited solvation schemes, avoids many of the possible pitfalls associated with them. Furthermore, several methodological developments to increase the efficiency of simulations of proteins (and ligand) in water are coming available (103,104). Various analysis methods are available to estimate statistics of ligand binding and orientation and energies of ligand-protein interactions or free energies of binding (105).

2. Applications

Many applications of MD can be found in refinement and optimization of homology models, as highlighted in section IIC and Table 1. This type of use of MD simulations is rapidly expanding. In some cases, the dynamics of the ligand
is included and distance of oxidation site in the substrate to the heme iron during the simulation is taken as a quality measure for the homology model being constructed, e.g., CYP2B6 (56) and CYP2D6 (11).

Extensive MD simulations were used to identify key conformational changes upon ligand binding for CYP102 (BM3) (91,106). MD simulations were also used to study substrate access and product exit, as described in section III. C.2, by random expulsion simulations and related methods for CYP101 (cam), 102 (BM3), 107A (EryF), (100–102,107). Free energy of hydration of the active site of CYP101 has been studied using thermodynamic integration (TI) (108,109). Putative protein domain boundaries of CYP102 (BM3) were identified using dynamical cross-correlation (DCMM) analysis (110). On the basis of MD simulations of substrates in the bound state in the enzyme and free state in solution, substrate binding affinities have been predicted with the LIE method for CYP101 (111,112) and CYP1A1 (113), FEP for CYP101 (114) and normal modes, and Poisson-Boltzmann for CYP2B4 (49).

For the prediction of regiospecific substrate oxidation, QM calculations and MD simulations have been combined to account for differences in reactivity in the substrate as well as distributions of multiple binding conformations, as applied for CYPs 101 (cam) (111,115,116), 107A (EryF) (117), and 2E1 (82). For CYP102 (BM3), probabilities for substrate orientation based on statistics of substrate binding from MD simulations were combined with probabilities for substrate reaction based on QM calculations of H-atom abstraction by a hydroxyl radical (89). The experimentally known preference for subterminal, distal hydroxylation of octane, octanoic acid, and lauric acid are thus reproduced.

D. Conclusions: Ligand-Protein Binding

Manual docking has been extensively used in the past, and automated docking approaches are nowadays successfully applied for the prediction of the site of catalysis in substrates, the refinement and validation of CYP homology models (i.e., CYP1A2, 2B6, the 2C subfamily, 2D6, 2E1, 3A4, and 6B1, see Table 1 and Figure 2), and the construction of pharmacophore models (i.e., CYPs of the 2C subfamily). Docking algorithms are successful in determining binding conformations and orientations of CYP-ligand complexes, but docking scoring functions are still not suitable for accurate prediction of ligand-binding affinity. Despite the fact that database docking methods have been successfully applied to crystal structures (69) as well as protein homology models (118), structure-based in silico screening studies on CYPs have so far only been reported for CYP101 (cam).

New automated docking strategies, considering explicit water molecules, partial protein flexibility, and (consensus) rescoring of docking poses have already been found to improve binding mode prediction of CYP ligands. It is expected that these improved docking strategies will also be used more and more for CYP in silico screening studies in the future. The combination of docking
with MD simulations to improve docking predictions and explore conformational flexibility of substrates and CYP enzymes, as well as the explicit inclusion of water, is seen in an increasing number of studies and shows much promise.

MD simulations are used in various ways to study CYP-ligand interactions. As shown in Table 1, applications for homology model optimization and validation of model stability and the prediction of sites of catalysis in substrates are becoming common practice. Prediction of substrate and inhibitor binding affinity and orientation have been reliable in the cases of CYP101 (cam), 2B4, and 1A1, and combined with QM calculations on the substrate for predictions of product formation for CYP101 (cam), 102 (BM3), 107A (EryF), and 2E1.

Currently, most MD studies have been limited to short (~100 picoseconds, ps) or even very short (~10 ps) simulation times and only a single simulation. A notable exception is the study by Winn et al. (102), where 17 simulations of several hundreds of picoseconds to a few nanoseconds are used to describe substrate entrance to and product exit from CYP101 (cam), 102 (BM3), and 107A (EryF). For a proper description of ligand dynamics and conformational changes in the enzyme, simulation times exceeding hundreds of nanoseconds may well be needed. Applications of MD simulations for homology model optimization and validation are becoming common practice. Prediction of substrate and inhibitor binding affinity and orientation have been reliable in the cases of CYP101 (cam) and CYP1A1, and combined with QM calculations on the substrate for predictions of product formation for CYP101 (cam), 102 (BM3), 107A (EryF), 2E1, and 2B4.

A remaining hurdle in the accurate calculation of CYP ligand binding affinity is the prediction of multiple binding modes of substrates, reflected in a flexible binding cavity that is large in relation to the size of the substrates, and, subsequently, for many substrates the binding mode is not as strictly defined as is the case for many other more substrate-specific enzymes. This restricts the application of MD-based methods that can provide the most accurate free-energy calculations.

IV. CONCLUSIONS AND PERSPECTIVES

Early consideration of properties of the CYP family of biotransformation enzymes involved in drug metabolism is increasingly seen as essential for efficient discovery and development of new drugs and drug candidates. Apart from the application of in vitro tools, this necessitates the application of in silico tools that can accurately rationalize and predict metabolic properties and products of drug candidates already in early stages of the lead finding and optimization process. The primary aim of this chapter was to describe recent advances in CYP homology model-building methods and methods for modeling of CYP-ligand interactions.

The growth in available CYP protein structures from X-ray crystallography, presented in Figure 3, has inspired several investigators to detailed
analysis of CYP structure and of CYP-ligand interaction, and it has been the basis for many homology modeling work, see Table 1 for homology structures of CYPs and Table 2 for most commonly used software for CYP molecular modeling. Figure 1 shows the 3D structure of a CYP2D6, which shares all major features of CYPs, together with the organization of SRSs and secondary structure elements. In this respect, homology structures have been complementary to crystal structures, especially for the mammalian CYPs now that mammalian crystal structures have recently become available. Several CYP isoforms have only been crystallized in a nonactive ligand-bound state, and for some it is not known whether the crystal structure corresponds to an active state or not. It is important to realize that this may make a crystallized structure of a certain CYP isoenzyme not directly applicable to, e.g., explaining observed substrate selectivity and product formation of the enzyme. For several CYPs, ligand-induced changes in the size, shape, and hydration of the active sites as well as multiple binding modes for some ligands can be observed. These effects are likely to underlie the capacity of many CYPs to metabolize structurally diverse substrates of different sizes and to generate different metabolic products from these substrates.

Automated docking approaches are successfully applied for prediction of substrate orientations and binding and of the site of catalysis in substrates for many CYP isoforms, for the refinement and optimization of homology models, and for the construction of pharmacophore models. Docking is still not suitable for quantitative prediction of ligand binding affinity, which may be attributed at least in part to the lack of proper consideration of active site water and protein flexibility, and structure-based in silico screening studies on CYPs have so far been reported only for CYP101 (cam). MD-based methods for prediction of binding affinities, for finding a more comprehensive description of multiple sites of catalysis in substrates, for exploring ligand binding, and for exploring protein flexibility of homology models in more detail have shown to be more reliable.

Generally speaking, it is clear that computational approaches in parallel with high(er) throughput experimental technologies are among the newer and fastest developing approaches in drug discovery, drug metabolism, and toxicology. New links with other current developments, such as in neural network computing, genomics, proteomics, and bioinformatics, are within reach, and successful exploitation of these links will allow significant progress toward in silico prediction of drug activity, drug metabolism, and toxicity. Future developments toward a fully in silico prediction of ADME(T) will need more accurate models for the prediction of drug absorption (A), disposition (D), and elimination (E), in addition to the models for prediction of metabolism (M), and toxicology (T). Furthermore, in general, a better understanding of the key issues in drug activity should be developed. This type of preexperimental prediction of nonpharmacological drug properties with in silico ADME(T) screening is likely to be one of the challenging developments with a great scientific and practical impact.
It has been shown for CYP2D6 and CYP2C9 that good protein homology models can be built for CYPs and can be used to obtain useful information concerning amino acids important for substrate and/or inhibitor binding. Because of relatively low sequence and structure homology in the ligand-binding site region of some CYPs, these predictions, however, have to be experimentally verified and critically considered. For elucidation of the role of specific amino acids in the catalytic activity of CYPs, homology models can be used as well to rationalize observed differences; however, the turnover activities cannot yet be predicted accurately. Indications of substrate selectivity can be obtained qualitatively on the basis of homology models, although these predictions should always be experimentally verified and critically considered as well.

Evaluation of different scoring functions, docking algorithms and pooling of docking results from different docking algorithms, has recently been shown to be critical in obtaining good results for ligand docking in CYP crystal structures and also to make docking into homology model structures feasible. Much additional gain is expected from these methodological developments. Moreover, addition of water bound at specific (experimentally derived or predicted) locations in the active sites is the topic of current investigations (71,99) and is expected to significantly improve the quality of docking results. Another important factor is the existence of substrate-bound crystal structures where the substrate apparently is not in a catalytically active position with respect to the heme iron. This indicates the importance of the kinetics and dynamics of substrate binding and oxygen binding and reduction.

CYPs generally have broad substrate selectivities and often substrates are found in multiple binding modes, instead of in shape-complementary fits that are common for other enzymes with high specificities (and some CYPs as well). This makes statistical considerations like relative weights of different binding modes crucial and in addition increases the flexibility of ligands within each binding mode. Energetic consideration of detailed ligand-protein interactions gives insight in the (relative) importance of different sites of interaction between the ligand and the protein. Finally, the inclusion of explicit water molecules into the active site allows the elucidation of the (mediating) role of water in ligand binding. A remaining hurdle in the accurate calculation of CYP ligand binding affinity is the prediction of multiple binding modes for substrates, reflected in a flexible binding cavity that is large compared to the size of the substrates and, subsequently, for many substrates the binding mode is not as strictly defined as is the case for many other more substrate selective enzymes. This restricts the application of MD-based methods that can provide the most accurate free-energy calculations.

A trend in CYP homology model building is clearly toward an integrated approach of multiple sequence and structural alignments, combination with new or available pharmacophore models, automated docking, MD simulations and validation with mutational, spectroscopic, structural, and enzyme kinetic data. Predictions of substrate selectivities and sites of metabolism have been successful for homology models of several CYP isoforms, and, for example, recent
models of CYP2D6 and 2B and 2C enzymes show very good agreement with site-directed mutation studies. Furthermore, the use of homology modeling methods to enrich X-ray crystallographical structures with other experimental data, e.g., biochemical or spectroscopical, on activities and binding orientations of substrates, has been successful in some applications and is expected to become important in the near future.

It has been shown that the structure-based modeling of CYP enzymes has successfully added to our understanding of CYP structure and function in a way that is complementary to experimental studies. Another clear trend in many recent computational studies is to combine several modeling techniques to arrive at meaningful rationalization of experimental data, and interpretations of CYP function. Indeed, much of the recent progress in this area stems from combining computational methods with solid experimental data, a development that will prove to be critical for the success of CYP research as a whole.
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I. INTRODUCTION
A. Background

The gastrointestinal mucosa represents a major physical and metabolic barrier to the systemic availability of orally ingested drug molecules. A critical component of that barrier is a collection of drug-metabolizing enzymes localized primarily at the apical aspect of the intestinal epithelium. The liver is generally considered to be the dominant site of drug metabolism, but it is now clear that for a number of drug molecules (e.g., midazolam, nifedipine, and verapamil), biotransformation at the intestinal mucosa contributes significantly to their first-pass removal. Indeed, some prodrugs have been developed that take advantage of the enzymatic activity of the intestinal mucosa (e.g., carboxyesterases and cytochromes P450) to promote the absorption and subsequent release of pharmacologically active drug into the hepatic portal circulation.

In addition to drug metabolism, it is recognized that efflux drug transporters, such as P-glycoprotein (P-gp, gene product of ABCB1 or MDR1) and breast cancer resistance protein (BCRP, gene product of ABCG2), present at the apical membranes of enterocytes, promote the efflux of drugs from intracellular sites into the gut lumen. Thus, for some orally administered drugs...
(e.g., cyclosporine and digoxin), extensive apically directed drug efflux effectively reduces their intestinal permeability and bioavailability. It has also been suggested that a functional interaction occurs between P-gp and metabolic enzymes at the apical interface of the mucosa that increases the residence time of a drug molecule and results in enhanced first-pass metabolism at the intestine.

It stands to reason that modulation of intestinal drug-metabolizing enzyme and efflux transporter function could constitute a mechanism of drug-drug interaction. In this chapter, we review the expression and localization of intestinal enzymes and transporters that have been implicated in metabolically based drug-drug interactions and the pharmacokinetic characteristics of those interaction events.

B. Pharmacokinetic Principles

If a metabolically based drug-drug interaction is to have clinical significance, the affected process of drug metabolism must represent an appreciable part of the overall drug elimination scheme. In the case of intestinal metabolism, it is the fraction of a dose metabolized by the gut mucosa on first pass \( (E_{gm}) \) that is most relevant. In general, intestinal mucosal enzymes that contribute significantly to the first-pass metabolism of a drug have a much lower contribution to the systemic clearance of the same molecule because of the relatively low blood flow to enterocytes that express drug-metabolizing enzymes (1,2). Thus, important drug interactions involving gut metabolism will generally be associated with drugs that have an appreciable first-pass intestinal extraction.

The involvement of gut wall metabolism in a drug-drug interaction is usually inferred from the difference in the magnitude of AUC change between oral and intravenous dosing of the affected drug, except in the case of a very high extraction drug with blood flow rate–limited systemic clearance. Because most intestinal enzymes are also found in the liver, an overall change in AUC may reflect an interaction involving both hepatic and intestinal first-pass metabolism. The oral AUC is a function of the systemic clearance (CL) of the drug, the product of the fractions available following passage through the gut \( (F_{gm}) \) and the liver \( (F_{h}) \), and the fraction released from the dosage form that is absorbed \( (F_a) \).

\[
AUC_{po} = \frac{(F_a \cdot F_{gm} \cdot F_{h}) \cdot \text{Dose}_{po}}{\text{CL}}
\]

(1)

Each term with a metabolic component \( (F_{gm}, F_{h}, \text{CL}) \) is a function of unbound fraction in blood \( (f_u) \) and intrinsic clearance (i.e., \( V_{\text{max}}/K_m \) in biochemical terms) and can be modified by an enzyme/transporter inducer or inhibitor. If drug is completely absorbed and elimination occurs exclusively in the liver, the systemic AUC observed in the presence of a metabolic modulator would directly reflect
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Modification of intrinsic hepatic clearance in the absence of a change in $f_u$ (3,4), as indicated in Eq. (2) by an asterisk (*):

$$\frac{AUC^\#_{po}}{AUC_{po}} = \frac{f_u \cdot CL_{int}^h}{f_u \cdot CL_{int}^h}$$

(2)

When both intestine and liver contribute significantly to the metabolic elimination of an orally administered drug, the resulting mathematical relationship between the oral AUC for the affected drug and organ intrinsic clearance will be more complex. If we consider the pharmacokinetic model depicted in Figure 1 for a drug that is metabolized in the liver and intestine but is not subject to intestinal or hepatic efflux transport, a series of equations can be derived with the following simplifying assumptions:

- Complete absorption of the oral dose
- Sequential gut mucosal and liver first-pass metabolic extraction
- Liver is the exclusive site of systemic clearance (CL); i.e., no significant renal or intestinal contributions to systemic clearance
- Flow-limited, well-stirred model for organ extraction
- First-order liver and intestinal metabolism

$$\frac{Dose_{po}}{AUC_{po}} = \frac{CL_h}{F_{gm} \cdot F_h}$$

(3)

Recognizing that,

$$CL_h = \frac{Q_h \cdot f_u \cdot CL_{int}^h}{f_u \cdot CL_{int}^h + Q_h}$$

(4)

$$F_{gm} = \frac{Q_{gm}}{f_u \cdot CL_{int}^{gm} + Q_{gm}}$$

(5)

$$F_h = \frac{Q_h}{f_u \cdot CL_{int}^h + Q_h}$$

(6)

Substituting Eqs. (4–6) into (3), we obtain

$$\frac{Dose_{po}}{AUC_{po}} = \frac{f_u \cdot CL_{int}^h}{Q_{gm} / (f_u \cdot CL_{int}^{gm} + Q_{gm})}$$

(7)

where $CL_{int}^{gm}$ and $CL_{int}^h$ are the unbound intrinsic clearances of the gastrointestinal mucosa and liver, respectively, and $Q_{gm}$ and $Q_h$ are blood flows to the gastrointestinal mucosa and liver, respectively. In the context of first-pass metabolism after oral administration, it is important to define in what region of the gastrointestinal tract the majority of the drug dose will be absorbed when assigning
values to the mucosal blood flow and unbound intrinsic clearance. For example, many CYP3A substrates are absorbed predominantly in the small intestine and, thus, one can define the total unbound intrinsic clearance for mucosal tissue of the small intestine and the blood flow that perfuses that tissue.

The assumption that intestinal metabolism does not contribute significantly to systemic clearance is based on studies of acetaminophen, enalapril, morphine, and (−)-aminocarbovir disposition in perfused, rat small intestine [see recent review by Pang (2)], and one human study on intestinal metabolism of midazolam during the anhepatic phase of liver transplantation (5). It should also be noted that Eq. (5) for $F_{gm}$ assumes that permeability at either the apical or basolateral membrane of the epithelium (or both) is not rate limiting (i.e., permeability being much higher than the intrinsic clearance and mucosal flow). Mizuma et al. have proposed a more complex model that features the joint actions of permeability and metabolism (6, 7). The theoretical considerations presented in this section hold true qualitatively even if drug translocation across the mucosal

---

**Figure 1** Physiological model for sequential intestinal and hepatic first-pass metabolism. Blood flow to the small intestine is functionally divided into mucosal ($Q_{gm}$) and serosal ($Q_{gs}$) blood flow. Mucosal blood flow in the lamina propria perfuses the enterocyte epithelium. Portal blood flow ($Q_{pv}$), which perfuses the liver is comprised of blood leaving the small intestine and other splanchnic organs such as the stomach and spleen. Blood flow leaving the liver ($Q_{hv}$) represents the sum of hepatic arterial flow ($Q_{ha}$) and $Q_{pv}$. First-pass metabolism of an orally administered substrate ($S$) to product ($P$) may occur in the enterocyte or hepatocyte.
barriers was to be rate limiting; if anything, the role of intestinal metabolism during first-pass intestinal extraction would be enhanced (5).

When the above equations are applied to the context of drug-drug interaction, the AUC ratio in the absence and presence of a modulating drug can be expressed as the following:

\[
\frac{\text{AUC}^*_\text{po}}{\text{AUC}_{\text{po}}} = \left( \frac{Q_{\text{gm}} + f_u \cdot \text{CL}_{\text{gm}}^{\text{int}}}{Q_{\text{gm}} + f_u \cdot \text{CL}_{\text{gm}}^{\text{int}}^*} \right) \cdot \left( \frac{f_u \cdot \text{CL}_{\text{h}}^{\text{int}}}{f_u \cdot \text{CL}_{\text{h}}^{\text{int}}^*} \right) \quad (8)
\]

The * denotes inhibited conditions.

The above equation features the multiplicative effect that simultaneous changes in hepatic and intestinal intrinsic clearance can have on the systemic AUC, as illustrated by the simulations for midazolam presented in Figures 2 and 3. For example, a fourfold increase in hepatic and mucosal intrinsic clearances, as a consequence of enzyme induction, can lead to as much as a 94% or 16-fold reduction in systemic AUC, depending on the initial mucosal extraction ratio (Fig. 2). Without mucosal first-pass extraction, the reduction in systemic AUC proportionately reflects the increase in hepatic intrinsic clearance (i.e., a fourfold change). Viewed in another way, the lowering in systemic AUC is four times greater for a drug that undergoes extensive sequential intestinal and liver first-pass extraction compared with the one that only undergoes liver first-pass extraction; i.e., comparing the scenarios represented by Eqs. (2) and (8).

If we now turn to inhibitory interactions, fourfold reductions in hepatic and intestinal intrinsic clearance may cause up to a 16-fold increase in systemic AUC.
compared with control, which is illustrated in Figure 3 for midazolam. In the case of rapidly reversible enzyme inhibitors, the change in intrinsic clearance in the liver and intestine can be expressed as a function of the in vivo $K_i$ and the respective unbound inhibitor concentration in the liver and intestine ($I_u$ and $I_{gm}$):

$$
\frac{f_u \cdot CL_{int}^{h}}{f_u \cdot CL_{int}^{h}} = 1 + \frac{I_u}{K_i} \quad (9)
$$

$$
\frac{f_u \cdot CL_{int}^{gm}}{f_u \cdot CL_{int}^{gm}} = 1 + \frac{I_{gm}}{K_i} \quad (10)
$$

Although we have assumed that there is no mucosal diffusional barrier for the CYP3A substrate, the unbound inhibitor concentration in the intestinal epithelia ($I_{gm}$) may or may not be equivalent to that in plasma and the liver ($I_u$). $I_{gm}$ may exceed the unbound portal plasma concentration during the inhibitor absorption phase or be less than the unbound portal concentration postabsorption if there is not rapid equilibrium between the intracellular and portal plasma compartments (i.e., a basolateral membrane diffusional barrier exists). This obviously makes it challenging to anticipate the quantitative effect of an inhibitor on intestinal first-pass metabolism.

For competitive inhibitors, Eqs. (9) and (10) are quantitatively accurate only when the substrate concentration is below its respective $K_m$. Saturation of
metabolic enzymes by the substrate is generally not an issue for hepatic elimination of most drugs, but may influence the extent of inhibition for intestinal metabolism as the enterocytes may face concentrations of drugs that greatly exceed those observed in plasma. Competition for the metabolic enzyme between the substrate and inhibitor will decrease the overall inhibition observed. Substitution of Eqs. (9) and (10) into (8) yields an expression (Eq. 11) that illustrates the multiplicative effect that an enzyme/transporter inhibitor can have on the systemic exposure to an orally administered drug:

$$\frac{AUC_{po}}{AUC_{po}} = \frac{Q_{gm} + f_u \cdot \frac{CL_{int}}{Q_{gm}}}{Q_{gm} + \left\{f_u \cdot \frac{CL_{int}}{1 + (I_{gm}/K_i)}\right\}} \cdot \left(1 + \frac{I_u}{K_i}\right)$$

Note that the effect of the inhibitor in the liver is independent of blood flow. This is not the case for the intestine, where the relative magnitude of mucosal blood flow compared with the baseline mucosal intrinsic clearance and the apparent intrinsic clearance in the presence of inhibitor must be considered. When the baseline mucosal intestinal intrinsic clearance is negligible compared to mucosal blood flow (i.e., negligible mucosal extraction), Eq. (11) will collapse into a much simpler and better recognized equation for a hepatic inhibitory interaction (3).

$$\frac{AUC_{po}^*}{AUC_{po}} = 1 + \frac{I_u}{K_i}$$

For an orally administered drug that is completely absorbed from the gastrointestinal tract and subject to first-pass intestinal extraction, one can assign a lower limit to the impact of change in mucosal extraction ratio on systemic AUC. For example, complete inhibition of an intestinal extraction at 25% in the control state would result in a 1.33-fold increase in AUC, independent of any changes in hepatic metabolism. The lower the mucosal extraction ratio, the more the interaction will be defined by the liver. For interactions involving induction of intestinal processes, a lower limit of significance for the initial mucosal extraction is more difficult to deduce. However, given the magnitude of change in enzyme/transporter expression commonly observed in a clinical setting (four- to sixfold), induction of intestinal first-pass metabolism that has an extraction of $<10\%$ of the oral dose in the uninduced state is unlikely to have an appreciable effect on the AUC of the affected drug. Again, when the initial mucosal extraction ratio is moderate to high, both induction and inhibition of mucosal intrinsic clearance will have a pronounced effect on the oral AUC (Eqs. 8 and 11).

It is possible to have a drug-drug interaction that is confined to the intestine during first-pass extraction. Regular strength grapefruit juice appears to selectively inhibit CYP3A in the intestinal mucosa, but not in the liver. As discussed below, the magnitude of AUC changes observed in vivo are dependent on the initial intestinal extraction ratio for any given individual. The change in oral AUC can be quite remarkable when the intestinal first-pass extraction is
extensive. Conversely, if $E_{gm}$ is already low, grapefruit juice will cause little change to the intestinal availability and to the oral AUC.

Another important consideration for understanding metabolically based drug-drug interactions is that the level of exposure of the liver and intestinal mucosa to an inhibitor or inducer need not be identical (as discussed above), particularly during the periabsorptive phase, when modulator concentration at the intestinal mucosa may be much greater than that in the portal blood. It is also important to recognize that the intracellular mechanism underlying an interaction (e.g., transcriptional activation for induction) may not simultaneously take effect in the intestine and the liver, or if it were to occur in both organs, they do not follow the same temporal course or to the same degree. Consequently, the extent of induction or inhibition at each site of metabolism/transport following acute or chronic administration of an interacting drug could be quite different (e.g., for induction, differential transcriptional activation because of a different spectrum of expressed coactivators and corepressors).

In the remainder of this chapter, we review the characteristic features of drug interactions that involve modulation of the first-pass intestinal metabolism of orally administered drugs. A full complement of drug-metabolizing enzymes is expressed in the human intestinal epithelium. The most important phase 1 enzymes in the context of drug-drug interactions are the cytochrome P450 enzymes. The specific P450 content of microsomes isolated from mucosal epithelium of the human proximal small intestine is roughly one-sixth to one-eighth of that found in liver microsomes (8,9). However, some P450 isozymes, such as CYP3A4, CYP3A5, and CYP2C, are expressed more prominently than others (10). A number of phase 2 enzymes are also present in human intestinal mucosa, of which sulfotransferases (SULTs) and UDP-glucuronosyltransferases (UGTs) are the two families of conjugating enzymes most involved in clinically significant drug-drug interactions (11–13). Notable aspects of drug interactions involving each of the aforementioned enzyme classes will be presented in the following sections.

II. CYP3A

A. Localization and Function

CYP3A4 is expressed at high levels within columnar epithelial cells lining the gastrointestinal tract and hepatic parenchymal cells (14). In 1987, Watkins et al. first reported the identification of functionally active CYP3A4 enzyme in the human gastrointestinal tract (15), and it is the dominant cytochrome P450 enzyme present in the small intestine (16,17). Subsequent studies revealed the expression of another member of the CYP3A family—CYP3A5 in the mucosa of the small intestine. Expression of CYP3A5 protein is variable because of genetic polymorphisms. Individuals with variant CYP3A5 alleles (viz. CYP3A5*3, CYP3A5*6, and CYP3A5*7) have very low to nondetectable CYP3A5 protein
in the small intestine, whereas CYP3A5 levels comparable to CYP3A4 are observed in individuals carrying the \textit{CYP3A5*1} wild-type allele (8,18,19). There is considerable overlap in the substrate selectivity of CYP3A4 and CYP3A5; they do differ in product regioselectivity and turnover kinetics and, more interestingly, in the potency of competitive ($K_i$) and mechanism-based inhibitors ($K_{i\text{act}}$) (20–22).

The expression of CYP3A along the gastrointestinal tract is not uniform. Mucosal enzyme concentration is greatest within the duodenal and jejunal sections of the small intestine and declines distally and proximally. In an early study by DeWaziers et al. (10), mean microsomal CYP3A4 content reported as percent of mean hepatic microsomal CYP3A4 content was 2.5\% in esophagus, 4.3\% in stomach, 48\% in duodenum, 25\% in jejunum, 15\% in ileum, and 1.5\% in colon. In a later study of 20 full-length intestines and livers from organ donors, Paine et al. (8) reported a median value of 70 (4–262), 31 (<2–91), 23 (<2–98), and 17 (<2–60) pmol/mg protein in microsomes isolated from the liver, duodenum, jejunum and ileum, respectively. A similar heterogeneous pattern was described for CYP3A-catalyzed midazolam 1'-hydroxylation activity.

von Richter et al. (23) recently reported CYP3A4 protein expression in paired biopsy specimens of duodenum or proximal jejunum and liver from 15 patients undergoing gastrointestinal surgery. A villous fraction consisting of mainly mature enterocytes was isolated from the intestinal samples. CYP3A4 protein content was found to be about threefold higher in the enterocyte homogenate than in the liver homogenate, i.e., 76 versus 23.6 pmol/mg protein, respectively. The enterocyte CYP3A4 content when expressed per milligram of microsomal protein was much higher than corresponding values for mucosal scrapings from the duodenum reported by Paine et al. (210 pmol/mg vs. 31 pmol/mg) (8), although later calculations by Yang et al. (24) indicated that the total content of CYP3A4 in the small intestine for the two studies are comparable. The data from von Richter et al. suggest that the abundance of CYP3A4 in the apical aspect of enterocytes may be higher than that in hepatocytes, which further argues for the important role of intestinal CYP3A4 in first-pass metabolism.

The relative expression of CYP3A4 and CYP3A5 also varies along the length of the gastrointestinal tract. CYP3A4 expression predominates in the small intestine. In the colon and stomach, mucosal expression of CYP3A5 mRNA and protein is more prominent than corresponding CYP3A4 measures (16,17). For example, Gervot et al. (25) detected CYP3A5 protein, but not CYP3A4 protein, in colonic mucosa from 40 different uninduced tissue donors. CYP3A5 also appears to be the dominant CYP3A isozyme that is expressed at relatively low levels in various epithelial cell lines derived from the colon (25,26). In this respect, these cell lines may represent an excellent model for xenobiotic metabolism in the human colon and its role in chemical-induced mutagenesis or cytotoxicity. However, enhancement of CYP3A4 expression, such as treatment of the Caco-2 cell line by vitamin D₃ (26) or stable cDNA
transfection (27), would be needed if the colonic cell line is to be used as a model for first-pass metabolism in the small intestine.

Total CYP3A content within a defined region of small bowel varies considerably between individuals. Lown et al. (18) found an 8-fold difference in CYP3A4 mRNA and 11-fold difference in immunoreactive CYP3A protein in an analysis of duodenal pinch biopsies obtained from 20 “normal” volunteers. Variability in CYP3A4 and CYP3A5 mRNA expression was confirmed in two recent studies with human duodenal biopsies (28,29). Paine et al. (8) described even greater variability (≥50-fold) in an analysis of CYP3A protein content in duodenal and jejunal mucosal scrapings from 20 organ donors. Although some of this extreme variability in the latter study could be the result of events preceding the procurement of tissue (i.e., reduced nutritional intake, antibiotic administration, treatment with known CYP3A inducers, and brain death), it does suggest a remarkably dynamic system and that enzyme expression that may respond to a variety of dietary, therapeutic, and pathophysiological conditions. For example, exposure of volunteers to the known hepatic inducer rifampin causes an increase in duodenal CYP3A4 content (30). In contrast, acute or chronic ingestion of grapefruit juice reduces duodenal content of CYP3A4 (31).

Despite several years of effort, there is still only limited knowledge about the regulation of intestinal CYP3A4 by constitutive factors. It has been suggested that endogenous ligands of human pregnane-X-receptor (hPXR) may regulate both basal and inducible expression of hepatic CYP3A4 (32). Accordingly, the high level of hPXR expression in the intestinal mucosa suggests that basal intestinal CYP3A4 expression could be mediated by activation of hPXR. However, in addition to hPXR, studies with Caco-2 and LS-180 cells suggest a possible role for the vitamin D receptor (VDR) in the regulation of intestinal CYP3A. Treatment of these cells with 1α,25-dihydroxy vitamin D3 stimulates CYP3A4 expression and its associated midazolam 1′-hydroxylation activity (26). The effect on CYP3A4 expression is ligand- and VDR-dependent and involves binding of the activated VDR/RXR (RXR, retinoid X receptor) heterodimer to the same CYP3A4 response elements that mediate enzyme induction by hPXR ligands (e.g., rifampin) (33,34). Two different studies have shown that administration of 1α,25-dihydroxy vitamin D3 (or a precursor) to rodents activates CYP3A genes that contain the appropriate ER6 or DR3 5′-flanking response elements (35,36). It has also been shown that several endogenous bile acids (lithocholic acid and its keto derivatives) also bind to VDR and activate CYP3A4 transcription and, thus, may also play a role in regulating intestinal CYP3A4 expression (35,37).

1α,25-Dihydroxy vitamin D3 exerts an important physiological role in calcium homeostasis by a process that includes VDR-mediated transcriptional activation of genes coding for the intestinal luminal calcium transporter, TRPV6 (38), and the intracellular calcium binding protein, calbindin D9k (39). In addition, it has recently been shown that CYP3A4 metabolizes 1α,25-dihydroxy vitamin D3 to less active products (36). Thus, induction of intestinal CYP3A4 by 1α,25-dihydroxy vitamin D3 may provide self-limiting control of the transcriptional
effects of the hormone. It also provides a plausible mechanism for the osteomalacia associated with chronic administration of potent PXR-mediated CYP3A4 inducers, such as phenytoin, carbamazepine, and barbiturates to adults (40).

Mucosal homogenates and microsomes from human intestine have been shown to catalyze the metabolism of a number of CYP3A substrates, including the oxidation of cyclosporine (15,41), erythromycin (15), ethinyl estradiol (42), flurazepam (43), indinavir (44,45), irinotecan (46), L-α-acetylmethadol (47), lovastatin (48), methadone (47), midazolam (49), quazepam (50), rifabutin (51), ritonavir (45), saquinavir (52,53), sirolimus (54), tacrolimus (55), terfenadine (52), and testosterone (56). However, corresponding evidence for CYP3A-mediated intestinal first-pass metabolism in vivo is only available for a small subset of these drug substrates: buspirone (57), cyclosporine (58), felodipine (59), midazolam (5), racemic verapamil (60,61), nifedipine (62), tirilazad (63), and triazolam (64). Given the inaccessibility of the intestinal site of metabolism, it is understandable that most of the in vivo evidence is indirect in nature. The study by Paine et al. (5) was a rare exception, which reported direct measurement of intestinal extraction after both intraduodenal and intravenous administration of midazolam through arterial and hepatoportal venous blood sampling during the anhepatic phase of liver transplantation surgery. All the other studies cited above relied on pharmacokinetic estimation of in vivo intestinal extraction based on oral and intravenous AUC data. The usual approach is to assume that systemic clearance represents hepatic clearance for drugs that are extensively metabolized, and that intestinal metabolism does not contribute to systemic clearance. Hence, hepatic extraction can be estimated according to the well-stirred clearance model as follows:

\[
F_h = 1 - \frac{CL_{IV}}{Q_h} = 1 - \frac{Dose_{IV}/AUC_{IV}}{Q_h}
\]  

(13)

Recognizing that,

\[
F = F_a \cdot F_{gm} \cdot F_h
\]  

(14)

and substituting Eq. (13) into (14) yields,

\[
F_a \cdot F_{gm} = \frac{F}{F_h} = \frac{F}{1 + CL_{IV}/Q_h} = \frac{(AUC_{po}/Dose_{po})/(AUC_{IV}/Dose_{IV})}{1 + (Dose_{IV}/AUC_{IV})/Q_h}
\]  

(15)

If \(F_a\) is known, \(F_{gm}\) can be estimated from \(AUC_{po}\) and \(AUC_{IV}\) on the basis of Eq. (15). For most drugs that are readily released from the oral formulation and have high intestinal permeability, \(F_a\) is often assumed to be unity. The assumption that intestinal mucosa does not contribute to systemic clearance (i.e., negligible access of drug in systemic circulation to the intestinal mucosa) may be true under basal conditions, but might be inappropriate after treatment with the inducer, particularly if the inducer exerts a more profound effect on the gut wall enzyme compared with hepatic enzyme. Ignoring a possible contribution of the intestinal
mucosal metabolism to systemic clearance would lead to an underestimation of the true intestinal first-pass extraction.

In the case of terfenadine (65) and saquinavir (66), the remarkably low oral bioavailability of these two drugs (<4%) has been attributed to extensive sequential first-pass metabolism by intestinal and hepatic CYP3A, although hard evidence is lacking. In fact, a recent study by Mouly et al. (67) questioned the quantitative importance of intestinal CYP3A-mediated metabolism of saquinavir during its first-pass extraction. It is possible that conventional oral doses of saquinavir saturates (i.e., auto inhibits) intestinal CYP3A enzymes and most of the dose escapes the gut unchanged.

Significant first-pass intestinal extraction occurs despite the fact that total CYP3A content in the human small intestine is much less than total hepatic CYP3A: 70 nmol versus 5490 nmol (8). However, the entire dose released from the dosage form is exposed to the mucosal enzymes during its obligatory passage through the intestinal epithelium and, thus, the more relevant comparison is the intracellular enzyme concentration and intrinsic clearance (i.e., \( V_{\text{max}} / K_m \)) of the enterocytes versus hepatocytes. In studies that offer comparative metabolic kinetics between hepatic and intestinal (duodenal or jejunal) microsomes, mean intrinsic clearance for intestinal microsomes varied from 20% to as high as 200% of that for liver microsomes; the list of drugs include cyclosporine (41), erythromycin (15), indinavir (44,45), irinotecan (46), lovastatin (48), midazolam (8), quazepam (50), rifabutin (51), saquinavir (53), and tacrolimus (55). For many of these drug substrates, mucosal intrinsic clearances are comparable to the corresponding mean hepatic intrinsic clearance.

Whether there will be a similar intestinal and hepatic first-pass extraction for the aforementioned drugs is more difficult to predict since intestinal first-pass extraction is dependent on a number of other factors, including total oral dose, rate of drug absorption, enzyme saturability (\( K_m \)), the absorptive region, mucosal barrier permeability, and binding to blood components. For example, should the dose be high enough to cause enzyme saturation, it is possible that a drug with a high hepatic and intestinal intrinsic clearance could largely escape intestinal first-pass extraction but not hepatic extraction. Also, if the basolateral membrane represents the rate-limiting barrier to the passage of drug across the intestinal epithelium, the residence time of the drug substrate within the enterocytes would increase and result in a greater metabolic first-pass loss than a comparable substrate with better permeability (6,68).

B. Induction of Intestinal CYP3A4

Induction of intestinal CYP3A4 by drugs has been demonstrated at both the biochemical and functional level. In their initial characterization of human intestinal CYP3A4, Kolars et al. (30) noted its inducibility in healthy volunteers following seven days of oral rifampin administration at 600 mg/day. CYP3A4 mRNA contents in biopsies of the duodenal mucosa were elevated five-
eightfold compared with untreated control biopsies. A later study conducted by Greiner et al. (69) showed a 4.4-fold increase of immunoreactive CYP3A protein in duodenal biopsy taken after 10 days of rifampin pretreatment. Yet another study evaluating shed human enterocytes sampled through a multilumen perfusion catheter placed in the small intestine indicated an approximate threefold increase in mucosal CYP3A4 mRNA and protein (70). Finally, in a recent study by Zhou et al. (71), the time course of duodenal CYP3A4 induction following rifampin treatment (150 mg, q6h) showed a 6-fold increase in CYP3A4 mRNA 2 days after the initiation of treatment and that it actually declined slightly to 3.5-fold above control after 14 days of drug administration. One possible explanation for this finding is that a concomitant increase in 1α,25-dihydroxy vitamin D₃ metabolism resulted in negative feedback suppression of duodenal CYP3A4 expression, or that there was some other compensatory response, so that the steady-state effect was lower than the initial peak response.

The transcriptional effect of intestinal CYP3A4 inducers is likely to be mediated by hPXR. This nuclear receptor is expressed prominently in the human duodenal and jejunal mucosa (71), and studies with LS-180 and Caco-2 cells indicate that its presence is essential for activation of CYP3A4 transcription by classic hPXR agonists (34,71). However, there may be ligand- and gene-specific differences in the magnitude of CYP3A4 induction in liver and small intestine. For example, some inducers such as the tocotrienols cause preferential induction of CYP3A4 in hepatocytes, compared with intestinal LS-180 cells, whereas the same compounds preferentially induce ABCB1 (MDR1/P-gp) in intestinal cells compared with hepatocytes. In contrast, rifampin induces CYP3A4 equally well in both cell types, but preferentially induces ABCB1 transcription in LS-180 cells. These differences have been attributed in part to a greater level of expression of a corepressor protein, NCoR, in intestinal cells and its gene-specific effects on hPXR-mediated transcriptional activation (72). This finding has some in vivo parallels. For example, efavirenz appears to be a much more effective inducer of CYP3A4 in the liver than in the small intestine (73).

Conflicting data have been reported on the inducibility of CYP3A5. Burk et al. (74) demonstrated induction of CYP3A5 mRNA in human hepatocytes exposed to 10 μM rifampin, although to a much more modest maximum degree than the highest degree of CYP3A4 induction (8-fold vs. 700-fold). More interestingly, these investigators also showed selective increase in the level of intestinal CYP3A5 mRNA following rifampin treatment in three of eight subjects who were all carriers of the CYP3A5*1 wide-type allele. The other five subjects were homozygotes of the variant CYP3A5*3 allele, who had very low basal expression of CYP3A5 transcript and did not respond to rifampin treatment. The investigators also showed that the effect was most likely mediated through binding of ligand bound hPXR/RXR to a proximal ER6 motif similar to that found in the CYP3A4 gene. These data indicate that individuals who are carriers of CYP3A5*1 allele may show a greater response to intestinal microsomal enzyme inducers because of simultaneous induction of CYP3A4 and CYP3A5.
In vivo, rifampin profoundly reduces the AUC of orally administered CYP3A substrates that exhibit a modest or low systemic availability because of intestinal and hepatic first-pass metabolism. Insights into the pharmacokinetics of rifampin induction have mostly been gained through studies with the prototype CYP3A substrate—midazolam. A number of studies have shown that induction of midazolam elimination is highly route dependent (75–77). For example, Gorski et al. (77) observed a 90% reduction in oral midazolam AUC when healthy subjects were pretreated with 600 mg/day of rifampin for seven days. This corresponds to a 22-fold increase in the apparent oral clearance (Cl/F).

Although systemic clearance (Cl) of midazolam was also induced by rifampin, the effect was modest by comparison; i.e., at a 2.2-fold increase. This remarkable route dependency in the induction of midazolam clearance can be explained by induction of sequential first pass at the intestinal mucosa and the liver after oral administration, whereas only hepatic extraction is operative and inducible after intravenous administration. It was estimated that treatment with rifampin decreased $F_h$ from 0.71 to 0.38 and $F_{gm}$ from 0.47 to 0.15, which together resulted in a reduction in overall systemic availability ($F$) from 0.32 to 0.038. It should also be appreciated that the increase in systemic or hepatic clearance of midazolam following rifampin is limited to some extent by the ceiling of liver blood flow, as hepatic extraction of midazolam is increased from around 0.3 to as high as 0.6. Gorski et al. (77) also noted a significant inverse relationship between the fold increase in hepatic intrinsic clearance and the fold increase in intestinal intrinsic clearance. The inductive effects at the two sites appeared not to be concordant; in fact, the extent of induction was high at either the hepatic or intestinal site, but not both. Other orally administered CYP3A4 substrates whose AUCs are affected to an equally remarkable extent by rifampin and, therefore, suggestive of induction of intestinal CYP3A can be found in Table 1. Of note, all the drugs listed for which unambiguous data are available exhibit incomplete oral bioavailability. In addition, where both intravenous and oral administration have been studied, rifampin appears to increase the extent of intestinal first-pass metabolism and decrease intestinal bioavailability substantially; for example, alfentanil, $F_{gm} = 0.52$ and 0.16 under control and rifampin treatment; for nifedipine, $F_{gm} = 0.78$ and 0.24, respectively; and for $S$-verapamil, $F_{gm} = 0.52$ and 0.08, respectively.

Other CYP3A4 inducers have also been reported to exert a pronounced effect on oral midazolam AUC (78), presumably through induction of intestinal and hepatic CYP3A4. For example, administration of phenytoin and carbamazepine led to a 94% reduction in midazolam AUC compared with an untreated control population. Induction of CYP3A by St. John’s wort, a widely used herbal supplement for the treatment of mild to moderate depression, has also attracted considerable interest. The major bioactive ingredient of St. John’s wort, hyperforin, is a very potent in vitro activator of hPXR (79,80). Several groups have investigated induction of midazolam clearance by St. John’s wort (81–83). As in the case of rifampin, clearance of oral midazolam
was increased to a larger extent than that of intravenous midazolam; except, the induction of oral midazolam clearance was more modest than that with rifampin, about 1.5- to 3-fold. Estimation of $F_g$ and $F_h$ revealed that the effect of St. John’s wort on intestinal extraction was slightly greater than that on hepatic extraction.

It is important to point out that the effect of an hPXR agonist on in vivo CYP3A4 activity is highly variable and does not always correspond to the induction potency of the compounds in vitro. This can be explained in part by differences in systemic exposure to the hPXR agonist. For example, although hyperforin is a potent CYP3A4 inducer in cultured human hepatocytes ($EC_{50} = 0.5 \mu M$) (84), its effects on CYP3A4 activity in vivo are much more modest than that of rifampin, which is an equally potent inducer of CYP3A4 in vitro ($EC_{50} = 0.5–1 \mu M$) (85). The difference can be attributed to the much higher peak circulating rifampin concentrations ($8 \mu M$) (86), compared with that of hyperforin ($0.28 \mu M$) (87), following standard treatment doses. Indeed, the relatively poor hPXR agonist phenobarbital (hepatocytes $EC_{50} = 100–200 \mu M$) (85) is an effective CYP3A4 inducer in vivo simply because its therapeutic use results in very high systemic blood concentrations (50–250 $\mu M$) (86). Conversely, compounds such as lovastatin that are relatively effective inducers of CYP3A4 in vitro ($EC_{50} = 1 \mu M$) (85) are not associated with induction of CYP3A4 activity in vivo most likely because of the very low circulating blood concentrations (0.15 $\mu M$), following standard drug therapy. Admittedly, during the absorption period, intestinal concentrations of a CYP3A4 inducer could be higher than those

| Table 1 Effect of Rifampin on the Oral AUC of CYP3A Substrates |
|---------------------------------|----------------|----------------|
| CYP3A substrate                 | Baseline oral bioavailability (%) | Rifampin dosage | Decrease in AUC (%) |
| Alfentanil                      | 43             | 600 mg, q.d. (bedtime), × 5 days | 96             |
| Buspirone                       | 4              | 600 mg, q.d. (8 pm), × 5 days | 90             |
| Gefitinib                       | 60             | 600 mg, q.d., × 10 days | 83             |
| LAAM                            | 48             | 600 mg, q.d. (evening), × 5 days | 94             |
| Midazolam                       | 30             | 600 mg, q.d. (evening), × 7 days | 90             |
| Nifedipine                      | 50             | 600 mg, q.d., × 7 days | 92             |
| Simvastatin                     | ≤5             | 600 mg, q.d., × 9 days | 91             |
| Tamoxifen                       | –              | 600 mg, q.d. (8 pm), × 5 days | 86             |
| Toremifene                      | –              | 600 mg, q.d. (8 pm), × 5 days | 87             |
| Triazolam                       | 44             | 600 mg, q.d. (8 pm), × 5 days | 95             |
| Verapamil                       | 22             | 600 mg, q.d., × 12 days | 97             |

*Source:* aOral bioavailability data abstracted from Ref. 86, except for, alfentanil (205), midazolam (49), LAAM (206), triazolam (207).

bOral rifampin dose and AUC changes abstracted from: alfentanil (205), buspirone (208), gefitinib (209), L-a-acetylmethadol (210), midazolam (77); nifedipine (62), simvastatin (211), tamoxifen (212), toremifene (212), triazolam (213), and verapamil (60).
seen systemically and result in greater induction of intestinal enzyme than what might be expected based on circulating concentration. However, the reasonableness of the in vitro–in vivo predictions suggests that intraenterocyte concentrations are not much greater than portal or systemic concentrations, which is what one might expect for a highly permeable and rapidly absorbed CYP3A4 inducer.

Many CYP3A substrates are also subject to efflux transport by P-gp at the intestinal mucosa (88–90). As discussed above, P-gp is inducible via activation of nuclear orphan receptors by the same inducers of CYP enzymes (91). Accordingly, for those drugs which are substrates of both CYP and P-gp, reduction in intestinal availability following treatment with known microsomal enzyme inducers could reflect the joint effects of increased mucosal metabolism and apical efflux.

There is still one other complication that should be recognized with induction of intestinal CYP enzymes. There is evidence indicating that microsomal enzyme inducers can simultaneously act as inhibitors. For example, Bidstrup et al. (92) recently suggested that rifampin acted as a dual inducer and inhibitor of repaglinide metabolism, most likely mediated by CYP2C8 and CYP3A4. The AUC of a single oral dose of repaglinide was measured before and after daily rifampin treatment for seven days, either concurrent with the last dose of rifampin or at 24 hours afterward. When repaglinide was given with the last dose of rifampin, a 50% reduction in the median AUC compared to the baseline was observed. In comparison, the reduction in repaglinide AUC was 80% when repaglinide was given 24 hours after the last dose. These investigators proposed that the inductive effect of rifampin was masked by its simultaneous inhibition of repaglinide metabolism when repaglinide clearance was assessed immediately after concurrent rifampin administration when the circulating concentration of rifampin was high. The inductive effect of rifampin was fully revealed after the washout of rifampin by 24 hours. Similarly, Xie and Kim (93) have proposed that St. John’s wort can acutely inhibit and chronically induce CYP enzymes and P-gp. Ritonavir is also a potent inducer of CYP3A4 (94), as well as other CYP enzymes (95). However, it is also a very potent mechanism-based inhibitor of CYP3A4, so that its net effect on the intestinal and hepatic clearance of CYP3A substrates appears to be inhibitory (96). It stands to reason that the masking of an inductive effect by simultaneous inhibition is more likely to occur with intestinal first-pass metabolism; however, supportive evidence is lacking. The interplay between induction and inhibition also means that the outcomes of interaction studies with enzyme inducers may depend on study design; that is the relative timing of the inducer and substrate administrations.

C. Inhibition of Intestinal CYP3A

Considerable research has been directed toward understanding the effect of potent CYP3A inhibitors on the first-pass extraction of drugs at both the
intestinal mucosa and the liver. The impetus for this research began in the early 1990s when it was discovered that ketoconazole profoundly elevated the AUC of orally administered terfenadine, resulting in a prolonged QT interval that could lead to a life-threatening cardiac arrhythmia. It was estimated that oral terfenadine AUC increased by 16- to 73-fold following chronic ketoconazole administration (97). Although some of the pharmacokinetic changes observed were surely the result of an interaction in the liver, it is likely that the enzyme/transporter barrier at the intestinal mucosa was also affected by ketoconazole. We now recognize that ketoconazole is capable of inhibiting CYP3A-dependent first-pass metabolism and P-gp-mediated active efflux processes at the intestinal mucosa. Drug-drug interactions involving inhibition of intestinal first-pass metabolism have since been identified for a number of other CYP3A substrates. These interactions can conveniently be grouped according to the mechanism of inhibition, namely those involving reversible (i.e., competitive or non-competitive) inhibition and those involving irreversible (i.e., mechanism-based) inhibition.

The commonly used azole antifungals—ketoconazole, fluconazole, voriconazole, and itraconazole—are potent, reversible CYP3A inhibitors and have been shown to inhibit the intestinal first-pass metabolism of several CYP3A drug substrates with very low oral bioavailability. For example, in an earlier study of the interaction between ketoconazole and tirilazad, Fleishaker et al. (63) reported a 1.7- and 3.1-fold increase in AUC after a single intravenous and oral dose of tirilazad, respectively. Pharmacokinetic analysis using Eqs. (13–15) presented in the preceding section suggested that tirilazad underwent sequential intestinal and hepatic first-pass metabolism. Moreover, ketoconazole inhibited intestinal and hepatic extraction to nearly the same extent; the hepatic availability \( F_h \) increased from 0.44 to 0.66 and the intestinal availability \( F_{gm} \) increased from 0.20 to 0.32. Olkkola et al. (98) found that itraconazole has a profound inhibitory effect on intestinal CYP3A, as evident by an increase in oral midazolam bioavailability from 39% to 96% following six days of oral itraconazole (200 mg/day) administration. Estimated \( F_h \) increased from 0.59 to 0.87. More remarkable is the increase in \( F_{gm} \) from 0.66 to near 1.0, suggesting that intestinal extraction was completely abolished by itraconazole treatment. Ketoconazole and itraconazole are potent reversible inhibitors of CYP3A4 in vitro, with respective unbound microsomal \( K_i \) values of 20 nM (20) and 6 nM (99). Thus, their ability to inhibit intestinal CYP3A-mediated drug metabolism is relatively predictable.

Studies in recent years have revealed a number of remarkable drug interactions with irreversible or mechanism-based inhibitors of CYP3A, many of which can be attributed to inhibition of sequential intestinal and hepatic first-pass metabolism. Mechanism-based inhibition involves the metabolism of an inhibitor to a reactive metabolite, which either forms a slowly reversible metabolic-intermediate (MI) complex with the heme moiety or inactivates the enzyme irreversibly via covalent binding to the enzyme catalyzing the last step in the bioactivation sequence. As a result, mechanism-based inhibition is both...
concentration and time dependent in manner. It should be noted that mechanism-based inhibitors also act as competitive inhibitors. The best-known mechanism-based inhibitors of CYP3A are some of the macrolide antibiotics (erythromycin, clarithromycin, troleandomycin, roxithromycin), HIV-protease inhibitors (ritonavir, saquinavir, and delavirdine), and the calcium channel antagonists—diltiazem and mibefradil (100).

The effects of the aforementioned mechanism-based inhibitors on intestinal first-pass metabolism have mostly been investigated using midazolam as the model CYP3A substrate that undergoes sequential intestinal and hepatic first-pass elimination. For example, clarithromycin is a modest reversible inhibitor of CYP3A4, with a $K_i$ (10–28 μM) that is much higher than the peak plasma concentrations achieved after standard doses of the antibiotic (<5 μM) (51,101). Mayhew et al. (102) observed spectral formation of an MI complex when clarithromycin was incubated with human liver microsomes in the presence of NADPH. Moreover, they and Tinel et al. (103) showed time-dependent inactivation of microsomal CYP3A by clarithromycin. Accordingly, clarithromycin has been shown to be an effective inhibitor of both hepatic and intestinal midazolam metabolism in vivo. In a study with healthy volunteers, Gorski et al. (104) found that administration of clarithromycin (500 mg, b.i.d.) for seven days increased the hepatic midazolam availability ($F_h$) from 0.74 to 0.90 and the intestinal availability ($F_{gm}$) from 0.42 to 0.83. Overall, the inhibition of intestinal metabolism by clarithromycin had a much greater impact on the systemic availability of midazolam than it did on the inhibition of hepatic midazolam metabolism. A recent follow-up study by the same investigative group (105) showed that homogenates of duodenal biopsies taken from healthy subjects before and after clarithromycin treatment showed a 74% reduction in the rate of CYP3A-mediated 1'-hydroxylation of midazolam, which is consistent with the doubling of intestinal midazolam availability observed earlier. There was no change in the duodenal expression of CYP3A4 and CYP3A5 mRNA and protein. They observed a strong positive correlation between the decrease in duodenal CYP3A activity and baseline catalytic activity. In addition, CYP3A5 expressors (i.e., carriers of CYP3A5*1 allele), which exhibited greater baseline intestinal CYP3A activity, showed greater inhibition of CYP3A activity after clarithromycin treatment compared with CYP3A5 nonexpressors.

Similarly, five days of saquinavir administration (1200 mg, t.i.d.) inhibited the metabolic clearance of intravenous and oral midazolam (106). The oral bioavailability of midazolam increased from 41% to 90%. The hepatic availability fraction was estimated to have increased from 0.64 to 0.84 and the intestinal availability fraction increased from 0.64 to about 1.0. Thus, saquinavir treatment resulted in a near complete inhibition of first-pass intestinal extraction and a lesser inhibition of hepatic extraction of midazolam.

Wang et al. (107) characterized the mechanism-based inhibition of testosterone 6β-hydroxylation (another CYP3A phenotypic marker) by verapamil enantiomers and each of their CYP3A metabolites—norverapamil and
N-desalkyl-verapamil in pooled human liver microsomes and recombinant CYP3A4 with coexpressed cytochrome b5. The in vitro CYP3A inactivation experiments yielded two salient kinetic parameters, namely $k_{\text{inact}}$, the maximum first-order rate constant for inactivation, and $K_{I,u}$, the unbound concentration of the inhibitor that results in a first-order inactivation constant that is 50% of maximum. Estimates of the inactivation parameters, the average steady-state plasma unbound concentration of the verapamil enantiomers and metabolites, and literature values of the turnover half-life of CYP3A were incorporated into a sequential first-pass intestinal and hepatic extraction model to predict the increase in the bioavailability of orally administered midazolam. Backman et al. (108) had previously reported a threefold increase in the AUC of an oral dose of midazolam (15 mg) following three times daily treatment of oral racemic verapamil (80 mg) for two days, prior to full attainment of steady-state plasma verapamil concentration. On the basis of the model developed by Wang et al. (107), a 3.2- to 4.4-fold increase in oral midazolam AUC is expected during verapamil treatment at steady state if $F_{gm}$ is increased from a baseline of around 0.5 to a maximum of 1.0. Again, this example illustrates the ability of a mechanism-based inhibitor to achieve near complete inactivation of intestinal CYP3A. Recently, Galetin et al. (109) extended the prediction of the Wang model to 37 in vivo cases of mechanism-based inhibition by erythromycin, clarithromycin, azithromycin, and diltiazem. The model predictions were within twofold of the in vivo observations for 26 cases involving the macrolide antibiotics. There were 11 overpredictions, curiously all belonging to interactions involving diltiazem and especially notable for the substrates cyclosporine and buspirone. Apparently, inactivation of intestinal CYP3A by diltiazem may not be as extensive or complete as in the case of the macrolide antibiotics. It is important to keep in mind that the Wang model does not take into account the possible confounding effects of CYP3A induction and modulation of intestinal P-gp that have been observed with some macrolide antibiotics. In addition, like all of the models for a mechanism-based interaction, it requires knowledge of the endogenous in vivo enzyme half-life (i.e., $k_{\text{deg}}$). There have been no direct measurements of this parameter in humans and, thus, one must use either values obtained from studies of pulse-labeled rodent CYP3A turnover, CYP3A turnover in human cell (Caco-2 or LS-180) culture experiments, or characterization of the time course of change in the oral clearance of a CYP3A substrate in vivo following treatment with a probe inducer or inhibitor. All of these alternative methods are subject to error, yield only approximations of the true enzyme half-life in the human enterocyte (or hepatocyte) in vivo and, thus, must be used with that limitation in mind.

One final consideration of drug interactions involving intestinal CYP3A is the fact that differential modulation of intestinal and hepatic CYP3A is possible. Simultaneous inhibition of intestinal first-pass metabolism and stimulation or induction of hepatic first-pass metabolism has been reported for the interaction between the herbal supplement echinacea (Echinacea purpurea root) and
midazolam. Gorski et al. (110) reported that after a short course of echinacea (400 mg q.i.d. for 8 days), clearance of intravenous midazolam increased by 34%, whereas no significant alteration in oral midazolam AUC was observed, which means that the oral bioavailability must have increased by the same extent. Estimation of intestinal and hepatic availability from the IV and oral midazolam data indicated that echinacea treatment nearly doubled $F_{gm}$ from 0.33 to 0.61, while $F_{h}$ decreased from 0.72 to 0.61. These investigators suggested that echinacea extract when given orally is capable of inhibiting intestinal CYP3A and inducing hepatic CYP3A. The masking of a strong inhibitory effect on intestinal extraction by an opposing effect on hepatic extraction or systemic clearance certainly complicates the interpretation of interaction data involving sequential first-pass metabolism at the two sites.

D. Interactions with Grapefruit Juice

The ability of grapefruit juice to potently inhibit intestinal CYP3A-dependent first-pass metabolism has been recognized since the discovery in 1991 that grapefruit juice consumption led to a remarkable increase in $C_{\text{max}}$ and AUC of the calcium channel antagonists—felodipine and nifedipine (111). Since then, there has been a flood of studies documenting the effect of grapefruit juice on the bioavailability of CYP3A drug substrates that exhibit significant first-pass metabolic extraction (Table 2); these include calcium channel antagonists, benzodiazepines, HMG-CoA reductase inhibitors, antimalarials, and other miscellaneous drugs [see reviews by Bailey et al. (112), Fuhr (113), and Saito et al. (114)].

An interesting aspect of the grapefruit juice effect is that it appears to be highly variable in a given population. Some subjects/patients will experience significant changes, whereas the change for others is minor or nonexistent (115–117). It has been suggested that the magnitude of the grapefruit juice interaction depends on the basal level of intestinal CYP3A expression (31). Higher levels of intestinal CYP3A are associated with a greater magnitude of interaction. In addition, the magnitude of the grapefruit juice interaction clearly depends on the strength of the juice and the frequency of administration. Repeated ingestion of 200 mL of double-strength grapefruit juice, three times a day, for two days, caused a ninefold increase in mean oral buspirone AUC (118), and a 15-fold and 16-fold increase in mean oral lovastatin (119) and simvastatin (120) AUC, respectively. In comparison, a subsequent study on the consumption of 250 mL of regular-strength juice, once every morning, for three days, had a much more modest effect on lovastatin AUC (30% increase) when lovastatin was dosed on the evening of the last day of grapefruit juice consumption, mimicking, the authors state, a more “typical” pattern of juice consumption and statin administration (121). Likewise, the effect of 200 mL of normal strength juice taken once a day in the morning for two days caused only a 3.3- and 3.6-fold increase in simvastatin and simvastatin acid AUC, respectively, when the drug was taken simultaneously with the last morning dose of juice (122). Indeed, where comparative data are available (e.g., atorvastatin, lovastatin,
### Table 2  Effect of Grapefruit Juice on the Oral AUC of CYP3A Substrates

<table>
<thead>
<tr>
<th>CYP3A substrate</th>
<th>Baseline oral bioavailabilitya (%)</th>
<th>GFJ dosageb,c</th>
<th>Mean increase in AUC (%)d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alfentanil</td>
<td>43</td>
<td>240 mL NS at bedtime, 90 mL DS on study day (−2 hr)</td>
<td>61</td>
</tr>
<tr>
<td>Amiodarone</td>
<td>46</td>
<td>300 mL NS, 2 doses</td>
<td>50</td>
</tr>
<tr>
<td>Artemether</td>
<td>–</td>
<td>350 mL DS, SD</td>
<td>144</td>
</tr>
<tr>
<td>Artemether</td>
<td>–</td>
<td>350 mL DS, q.d., × 5 days</td>
<td>251</td>
</tr>
<tr>
<td>Atorvastatin</td>
<td>12</td>
<td>250 mL NS, t.i.d., × 3 days</td>
<td>33 (acid), 63 (lactone)</td>
</tr>
<tr>
<td>Atorvastatin</td>
<td>12</td>
<td>200 mL DS, t.i.d., × 3 days</td>
<td>150 (acid), 230 (lactone)</td>
</tr>
<tr>
<td>Buspirone</td>
<td>4</td>
<td>200 mL DS, t.i.d., × 3 days</td>
<td>823</td>
</tr>
<tr>
<td>Carbamazepine</td>
<td>–</td>
<td>300 mL NS, q.d., × 2 days</td>
<td>41</td>
</tr>
<tr>
<td>Cisapride</td>
<td>40–50</td>
<td>250 mL NS, SD</td>
<td>39</td>
</tr>
<tr>
<td>Cisapride</td>
<td>40–50</td>
<td>200 mL DS, t.i.d., × 2 days</td>
<td>144</td>
</tr>
<tr>
<td>Cyclosporine</td>
<td>28</td>
<td>250 mL NS, 2 doses</td>
<td>60</td>
</tr>
<tr>
<td>Diltiazem</td>
<td>38</td>
<td>250 mL NS, SD</td>
<td>20</td>
</tr>
<tr>
<td>Erythromycin</td>
<td>35</td>
<td>300 mL NS, SD</td>
<td>49</td>
</tr>
<tr>
<td>Ethinyl estradiol</td>
<td>42</td>
<td>100–200 mL, NS, ≤ 5 doses</td>
<td>28</td>
</tr>
<tr>
<td>Felodipine</td>
<td>15</td>
<td>240 mL NS, SD</td>
<td>104</td>
</tr>
<tr>
<td>Felodipine</td>
<td>15</td>
<td>240 mL NS, t.i.d., × 6 days</td>
<td>211</td>
</tr>
<tr>
<td>Lovastatin</td>
<td>≤5</td>
<td>250 mL NS, q.d., × 2+ days</td>
<td>57 (acid), 94 (lactone)</td>
</tr>
<tr>
<td>Lovastatin</td>
<td>≤5</td>
<td>200 mL DS, t.i.d., × 2+ days</td>
<td>400 (acid), 1430 (lactone)</td>
</tr>
<tr>
<td>Midazolam</td>
<td>30</td>
<td>240 mL NS, q.d., × 3 days</td>
<td>141</td>
</tr>
<tr>
<td>Midazolam</td>
<td>30</td>
<td>240 mL DS, t.i.d., × 3 days</td>
<td>495</td>
</tr>
<tr>
<td>Nifedipine</td>
<td>50</td>
<td>200 mL DS, 2 doses</td>
<td>58</td>
</tr>
<tr>
<td>Saquinavir</td>
<td>4</td>
<td>200 mL NS, 2 doses</td>
<td>50</td>
</tr>
<tr>
<td>Simvastatin</td>
<td>≤5</td>
<td>200 mL NS, q.d., × 2+ days</td>
<td>234 (acid), 255 (lactone)</td>
</tr>
<tr>
<td>Simvastatin</td>
<td>≤5</td>
<td>200 mL DS, t.i.d., × 2+ days</td>
<td>580 (acid), 1510 (lactone)</td>
</tr>
<tr>
<td>Triazolam</td>
<td>44</td>
<td>250 mL NS, SD</td>
<td>48</td>
</tr>
<tr>
<td>Triazolam</td>
<td>44</td>
<td>200 mL DS, t.i.d., × 3 days</td>
<td>143</td>
</tr>
<tr>
<td>Verapamil</td>
<td>22</td>
<td>250 mL, q.i.d. × 3 days</td>
<td>43</td>
</tr>
</tbody>
</table>

*Source:* aBioavailability data abstracted from Ref. 86, except alfentanil (205), cisapride (214), ethinyl estradiol (215), midazolam (49), triazolam (207), saquinavir (216).
bNS and DS, normal-strength and double-strength grapefruit juice, respectively. A listing of two or more doses indicates that multiple doses of juice were given on the same pharmacokinetic study day.
cOral grapefruit juice dose information and AUC changes abstracted from the following: alfentanil (205), amiodarone (217), artemether (218), atorvastatin (219,220), buspirose (120), carbamazepine (221), cisapride (221,222), cyclosporine (116), diltiazem (223), erythromycin (224), ethinyl estradiol (225), felodipine (31), lovastatin (121), midazolam (125), nifedipine (124), triazolam (226,227), saquinavir (228), simvastatin (120,122), verapamil (229).
midazolam, simvastatin), consumption of double-strength grapefruit juice, multiple times a day always results in a more profound change in the AUC of the CYP3A substrate than once a day consumption of normal strength juice (Table 2).

The ability of grapefruit juice to selectively elevate the bioavailability of CYP3A drug substrates that are subject to extensive first-pass metabolism indicates an inhibition of intestinal first-pass metabolism. Moreover, there is good evidence that normal consumption (one glass of regular strength juice a day) appears to alter only the function of intestinal CYP3A and not hepatic CYP3A. For example, the AUC of midazolam is increased only after its oral administration but not after intravenous administration (123). A similar observation was made with cyclosporine (116) and nifedipine (124). A recent study by Veronese et al. (125) showed that consumption of one glass of either regular- or double-strength grapefruit juice increased oral midazolam $C_{\text{max}}$ and AUC (twofold), with little effect on midazolam elimination half-life and erythromycin breath test administered concurrently. The erythromycin breath test is a measure of hepatic CYP3A activity. In contrast, consumption of double-strength grapefruit juice thrice daily for three days significantly increased oral midazolam $C_{\text{max}}$ (2.5-fold), AUC (6-fold), and elimination half-life (2-fold), and caused a significant reduction in the recovery of exhaled radiolabeled CO$_2$ in the erythromycin breath test. The prolongation in midazolam elimination half-life and change in erythromycin breath test indicates additional inhibition of hepatic CYP3A by absorbable grapefruit juice ingredients. These findings suggest that regular-strength grapefruit juice can be used to selectively probe for the presence of CYP3A-dependent intestinal metabolism of a drug molecule.

Lown et al. (31) were the first investigators to show that grapefruit juice consumption leads to a loss of intestinal CYP3A protein without a corresponding decrease in mRNA. There is strong evidence that grapefruit juice ingredients act as mechanism-based inhibitors of intestinal CYP3A (126), which in turn should accelerate mucosal turnover of CYP3A protein. The identity of the inhibitory components of grapefruit juice has been clarified in recent years [see recent review by Saito et al. (114)]. Early studies suggested that the inhibitory components of grapefruit juice might be flavonoids, specifically naringin or its aglycone naringenin, and quercetin (112,113). However, feeding of commercially available pure naringin showed little effect on nisoldipine or nifedipine pharmacokinetics (127,128). More recent studies in vitro and in vivo implicated furanocoumarins, namely 6′,7′-dihydroxybergamottin (129–131), bergamottin (132–135), and dimers of furanocoumarins (133,136). These grapefruit juice ingredients have been shown to inhibit intestinal CYP3A in vitro by both reversible and suicide inactivation mechanisms. Moreover, Paine et al (126) recently showed that removal of furanocoumarins from grapefruit juice abolished its inhibitory effect on oral felodipine clearance, establishing their importance in the interaction in vivo.
The maximum inhibitory effect appears to require consumption of more than one glass of normal- or double-strength juice. Moreover, inactivation of intestinal CYP3A by grapefruit juice means that recovery of intestinal CYP3A function depends on the de novo synthesis of CYP3A in the intestinal mucosa. Several studies have investigated the time it takes for the inhibitory effect of grapefruit juice to dissipate (137–140). The most recent study by Greenblatt et al. (139) on the time course of recovery of CYP3A function (oral midazolam clearance) after a single 300 mL of regular-strength grapefruit juice suggested a recovery half-life of 23 hours. Full recovery of intestinal CYP3A function was attained within three days.

E. Coupling of P-gp and CYP3A

Many of the substrates for CYP3A are subjected to P-gp-mediated cell efflux (141,142). P-gp is expressed prominently on the apical (luminal) membrane of intestinal epithelia. As discussed in Chapters 8 and 12, it can function to delay or limit the oral absorption of its substrates, depending on the relative magnitude of the secretory and diffusional clearances. In addition, Benet and collaborators have suggested that P-gp can work synergistically with CYP3A to reduce the intestinal availability of a common substrate drug beyond what would be expected if each operated independently (142–145,147). Specifically, they suggest that P-gp-mediated cell efflux increases the probability of a drug being exposed to the biotransformation enzyme through successive cycles of absorption and efflux, which increases intracellular residence time and enhances the probability that it will undergo first-pass metabolism. P-gp activity may also reduce the likelihood of product inhibition of CYP3A, if the metabolites are substrates for the transporter. In addition, P-gp efflux activity may ensure that intracellular concentrations of the P-gp/CYP3A substrate remain below the CYP3A $K_m$ and that first-order kinetics are operative during the drug absorption period (146). Accordingly, inhibitors or inducers of intestinal P-gp may affect the extent of CYP3A-dependent first-pass metabolism. For example, Cummins et al. (147) reported that treatment of CYP3A4-induced Caco-2 cells with the P-gp inhibitor GG918 increased the intracellular concentration of a dual CYP3A and P-gp substrate, K77, and decreased the extent of apical to basolateral first-pass metabolism in the model system. Similarly, Hochman et al. (146) showed that inhibition of P-gp with cyclosporine also led to a decrease in the extent of CYP3A-dependent first-pass indinavir metabolism in the same Caco-2 cell model. Although cyclosporine is also a substrate/inhibitor of CYP3A4, the authors reported that its effect on CYP3A4 function was minimal at the concentration employed in the cell culture study.

The extent to which P-gp activity influences intestinal CYP3A-mediated first-pass extraction in vivo is still unclear. However, Johnson et al. (148) did show that selective inhibition of P-gp mediated verapamil efflux with PSC833 reduced the extent of intestinal first-pass metabolism in an autoperfused rat
jejunum model. Interestingly, their kinetic analysis of the data indicated that the effect was mediated primarily by a disproportionate increase in the rate constant for verapamil transport from tissue into mesenteric blood, with no change in the apparent rate constant for verapamil metabolism. The authors proposed that saturation of intracellular verapamil binding as a consequence of P-gp inhibition and buildup in enterocyte concentration led to the change in verapamil transport. Why the apparent rate constant for intracellular metabolism would not also be affected is unclear if the two processes draw from the same pool of unbound substrate. Indeed, Tam et al. (149) have suggested through model simulations that changes in the apical secretion of a dual P-gp/CYP3A substrate would not affect the extent of metabolism at infinite time in the Caco-2 cell monolayer system, so long as first-order transport and metabolic conditions exist. However, the model employed by these authors represents a closed system and 100% metabolism will eventually occur. In vivo, drug that is absorbed into the basolateral (i.e., vascular) compartment will be removed by villous blood drainage. In other words, there is a competition between apical cycling via P-gp and absorptive loss in vivo. The autoperfused jejunum model of Johnson et al. maintains mesenteric perfusion, together with sampling of mesenteric blood draining the jejunal mucosal tissue. In addition, the cultured cell monolayer studies of Hochman and Cummins involved evaluation of the extraction process over a fixed (180 minutes) period of time. Although the latter experiments are not an ideal representation of the actual in vivo absorption and first-pass metabolism process, the combined data suggests some type of functional inter-relationship between P-gp and CYP3A that is susceptible to modulation by P-gp inhibition.

III. OTHER INTESTINAL CYP ENZYMES (CYP2C9, CYP2C19, CYP2D6, AND CYP1A1)

Four other intestinal P450 isozymes that merit consideration from the perspective of oral drug bioavailability are CYP2C9, CYP2C19, CYP2D6, and CYP1A1. As pointed out by Paine et al. (150), these and CYP2J2 are the next most abundant P450 isozymes in the small intestine after CYP3A. Although DeWaziers et al. (10) reported the detection of what was described as CYP2C8-10 in mucosal microsomes, it was found only in the small intestine and preferentially in the proximal region. Subsequent studies indicate that CYP2C9 and CYP2C19 are the major CYP2C isoforms expressed in the human small intestine (70,151–153). The recent study of Läpple et al. examined paired intestinal and liver biopsies from a panel of 15 patients. CYP2C9 protein was measured in 12 of 15 intestinal biopsies, ranging from 0.5 to 3.4 pmol/mg protein. Mean CYP2C9 protein content in the intestinal biopsies was only 10% of that in liver biopsies (2.1 pmol/mg vs. 21 pmol/mg); likewise, mean clearance for diclofenac 4'-hydroxylation (marker of CYP2C9 activity) in intestinal microsomes was 16% of that in liver microsomes. CYP2C19 protein content was measured in 10 of 15
intestinal specimens, ranging from 0.3 to 3.2 pmol/mg protein. Mean CYP2C19 protein in the intestine was 69% of that in the liver (1.5 pmol/protein vs. 2.2 pmol/mg). Mean CYP2C19 activity as measured by S-mephenytoin 4-hydroxylation clearance in intestinal microsomes was 46% that in the corresponding liver microsomes. There was no significant correlation in the expression or activity of either CYP2C isoforms between the paired biopsy specimens, which suggests that these two CYP2C isoforms are independently regulated in the human intestine and liver. In their study, Lapple et al. also probed for CYP2C8 protein and activity. They were not able to measure CYP2C8 protein because of its low levels. However, using N-dealkylation of verapamil (i.e., formation of D-703), they found that the CYP2C8 activity in the intestinal microsomes was about 13% that in the paired liver microsomes. In contrast, Glaeser et al. (154) were able to quantitate CYP2C8 in duodenal biopsy tissue and found basal levels similar to that of CYP2C9. Paine and Thummel (153) reported similar results on the level of expression of CYP2C9 and CYP2C19 and probe substrate activity in duodenal mucosa. In addition, they showed that the pattern of CYP2C9/19 expression along the length of the small intestine was remarkably similar to that of CYP3A4, with much higher levels of both enzymes in the proximal small intestine compared with the ileum, confirming the earlier observation of DeWaziers et al. (10).

In view of their incomplete oral bioavailability, several CYP2C substrates may undergo significant first-pass intestinal metabolism, including the CYP2C9 substrates verapamil (155), losartan (156), fluvastatin (157), and diclofenac (158), and the CYP2C19 substrates (S)-mephenytoin (159) and omeprazole (160). However, there is no firm evidence to date to indicate that these intestinal enzymes are involved in drug-drug interactions. Interestingly, Glaeser et al. (154) recently reported that rifampin treatment induced intestinal CYP2C9 expression and ex vivo CYP2C9 activity toward verapamil. Schuetz and colleagues have also found that duodenal CYP2C9 mRNA is significantly increased by daily rifampin treatment (Erin Schuetz, St. Jude Children’s Research Center, personal communication). This increase raises the possibility that some of the effects of rifampin on the disposition of CYP2C9 substrates, such as fluvastatin (161) and celecoxib (162), may involve an induction of intestinal first-pass metabolism.

DeWaziers et al. first described the identification of CYP2D6 in human intestinal microsomes (10). Like CYP3A4, it is localized within mucosal enterocytes and most concentrated within the proximal small intestine. The mean specific enzyme content of duodenal and jejunal microsomes was reported to be approximately 20% of hepatic CYP2D6 microsomal content. However, it was undetected in ileum and colon. Other investigators have confirmed the expression of CYP2D6 in the human gastrointestinal tract. In separate studies, Prueksaritanont et al. detected CYP2D6 in mucosal microsomes from several human donors (163,164). In addition, they reported observing microsomal 1'-hydroxylation activity toward the CYP2D6 substrate
(+)-bufuralol in all preparations. Further, the activity was largely inhibited by the known CYP2D6 inhibitors, quinidine and ajmaline, as well as anti-CYP3A1 IgG (163).

In a more comprehensive study, Madani et al. (165) quantified CYP2D6 protein in 20 human jejunum and 31 human livers. They found that the median microsomal-specific CYP2D6 content was less than 8% of the hepatic microsomal content (0.85 vs. 12.8 pmol/mg) and that there was extensive interindividual variability in protein content for both tissues. These investigators also characterized the catalytic activity of the same jejunal microsomes toward the recognized CYP2D6 substrate metoprolol and found that α-hydroxylation reaction rate was significantly correlated with CYP2D6 protein content \( r = 0.75 \).

Although there are many CYP2D6 substrates that undergo extensive first-pass metabolism and are involved in many clinically significant inhibitory drug interactions, it is not likely that the gut wall contributes significantly to the elimination process. For example, duodenal and jejunal microsomal intrinsic clearances for metoprolol oxidation reactions were found to be only a fraction of the hepatic intrinsic clearance (165). On the basis of the well-stirred model and assuming villous blood-flow limited absorption, the first-pass intestinal and hepatic extraction ratios for metoprolol were predicted to be 2% and 61%, respectively. Thus, any potential inhibition of intestinal CYP2D6 activity should have little impact on the systemic bioavailability of the drug. However, recently, Mizuma et al. (7) argued that permeability limitation at either the apical or basolateral membrane (or both) could enhance the intestinal extraction of metoprolol and, hence, increase the possibility of drug-drug interactions at the intestinal site. Definitive evidence for interactions involving CYP2D6 is still lacking.

CYP1A1 is an extrahepatic isoform expressed in human intestine as well as the lung, skin, larynx, and placenta but not in the human liver, whereas CYP1A2 is expressed in the liver and in the duodenum. It is unclear to what extent CYP1A enzymes are constitutively expressed in the intestine. In a recent study by Paine et al. (150), CYP1A1 protein was detected in mucosal scrapings of 3 of 31 organ donors. In contrast, in a study by McDonnell et al. (166) in which endoscopic biopsy specimens were obtained from various tissues including duodenum and colon of six healthy volunteers before and one week after taking 20 mg of omeprazole daily, CYP1A1 mRNA and ethoxyresorufin activity were present constitutively in the duodenum of each volunteer. The omeprazole treatment induced CYP1A1 mRNA and enzymatic activity in five of the six volunteers. Consumption of chargrilled meat diet resulted in unequivocal induction of CYP1A enzymes in the liver and small intestine of healthy adults fed a diet enriched with chargrilled meat for seven days (167). At present, the in vivo significance of intestinal CYP1A1 with respect to first-pass drug metabolism remains unknown.
Role of the Gut Mucosa in Metabolically Based Drug-Drug Interactions

IV. INTESTINAL SULFOTRANSFERASES

Cytosolic sulfotransferases (ST) catalyze the transfer of sulfate, donated by 3’-phosphoadenosine-5’-phosphosulfate (PAPS), to a phenolic (OH) group on an acceptor substrate. Aside from the liver, SULTs are expressed in the intestinal mucosa and other extrahepatic tissues. Drugs that are subject to sulfonation in the human small intestine include isoproterenol, salicylamide, acetaminophen, ethinyl estradiol, terbutaline, salbutamol, minoxidil, apomorphine, and budesonide (168,169). At least four isoforms of sulfotransferase have been identified in the human intestinal mucosa (13,170): simple phenolic ST (SULT1A1), monoamine phenolic ST (SULT1A3), estrogen phenolic ST (SULT1E1), and hydroxysteroid ST (SULT2A1). Chen et al. (170) conducted a thorough study of the distribution of STs along the human intestine using four ST isoform-selective substrates: 2-naphthol (SULT1A1), dopamine (SULT1A3), estradiol (SULT1E1), and dehydroepiandrosterone (SULT2A1). Small intestine has the highest activity for all four substrates compared with the stomach and colon. Dopamine sulfonation was three times as high as that of human liver. Estrogen sulfonation was about comparable between small intestine and liver. In contrast, intestinal sulfonation rate of 2-naphthol and dihydroepiandrosterone were one-half and one-fifth that of human liver, respectively. Western blot results generally agree with the catalytic activity measurements. High variability in the activity of all four ST isoforms was noted.

Although data is limited, it has been suggested that gut wall SULTs contribute to the first-pass metabolism of the β2-agonists, isoproterenol, terbutaline (171,172), and ethinyl estradiol (42). Likewise, evidence for the involvement of human intestinal SULTs in drug-drug interactions is limited and, in some cases, circumstantial. For example, first-pass sulfonation of isoproterenol in the dog can be reduced by coadministration of competitive substrates, salicylamide (173) and ascorbic acid (174). Also, both oral acetaminophen (175) and ascorbate (176) administration increase the bioavailability of ethinyl estradiol through an inhibition of sulfotransferase activity. Inhibitors of SULTs may exert their effect by competition for the enzyme or the limited pool of PAPS. The effects of acetaminophen and ascorbate, both given in gram doses, are attributed to a reduction in first-pass intestinal ethinyl estradiol sulfonation, via depletion of the mucosal sulfate pool. Recently, mefenamic acid was identified as a potent, selective competitive inhibitor of human liver phenolic sulfotransferases (SULT1A1), with an IC50 of 20 nM (177,178). It was further shown that the IC50 values of mefenamic acid for the sulfonation of salbutamol and apomorphine in cytosolic fraction prepared from human duodenum were four orders of magnitude higher (i.e., IC50 > 160 μM) than that from human liver. A similar differential inhibition of SULT1A1 activity between duodenal and liver cytosol fraction was also observed with salicylic acid. The in vivo significance of these in vitro results on the inhibition of SULT1A1 awaits further investigation.
V. INTESTINAL GLUCURONOSYLTRANSFERASES

The human UGTs fall into three subfamilies, UGT1A, UGT2A, and UGT2B. Like the CYP enzymes, several UGT isoforms are expressed within the human intestinal mucosa (179–182) and could contribute toward first-pass drug metabolism. Messenger RNA expression of UGT1A1, UGT1A3, UGT1A4, UGT1A6, UGT2B4, UGT2B7, UGT2B10 (ileum only), UGT2B15, and UGT2B28 in the small human intestine has been reported. Most notably, UGT1A8 and UGT1A10 are expressed exclusively in the gastrointestinal tract, including the intestine (180). UGT1A7 is expressed in the upper gastrointestinal tract, but not in the intestine. However, evidence for expression of UGT proteins and associated catalytic activities in the human intestine is incomplete or conflicting. Radominska-Pandya et al. (11) failed to detect UGT2B4 in the human intestine, but a UGT enzyme putatively identified as UGT2B7 was detected. UGT2B7 has been proposed to be responsible for the glucuronidation of ezetimibe in intestinal microsomes (183). However, the rate of 3-glucuronidation of morphine, a UGT2B7-selective reaction, was very low in intestinal microsomes in comparison to liver, suggesting minimal expression of UGT2B7 protein in the intestine (184). Similarly, acetaminophen-O-glucuronide formation rates, reflecting UGT1A6 activity, were low (184). In a study by Paine and Fisher (182), significant UGT1A1 protein expression was confirmed in the small intestine, whereas UGT1A6 expression was undetectable and UGT2B7 immunoreactivity was faint to detectable. As such, one may conclude that UGT1A1, UGT1A8, and UGT1A10 proteins are present in the intestine at appreciable levels that may influence oral drug bioavailability, whereas other UGT isoforms, such as UGT1A6, UGT2B4, and UGT2B7 do not play a role in first pass glucuronidation reactions. One reason for the discrepancies between studies may be related to the polymorphic expression of most UGT isoforms in the human intestine (185,186). The mechanisms of polymorphic expression are unclear, except for UGT1A1. The UGT1A1*28 allelic variant contains an additional TA repeat in the TATA-box promoter that has been linked to decreased expression of the enzyme (187,188).

Microsomes isolated from human intestine display appreciable glucuronidation activity toward several drugs, including estradiol and 17β-estradiol, ethinyl estradiol (42,189), acetaminophen, propofol (190), amitriptyline, desipramine, imipramine, ibuprofen (12,191), raloxifene (192), resveratrol (193), ezetimibe (183), and troglitazone (194). Using recombinant enzymes, it has been shown that the two intestine-specific UGT isoforms, UGT1A8 and UGT1A10, glucuronidate numerous compounds, including raloxifene, troglitazone, resveratrol, opioids, valproic acid, clofibrate, furosemide, acetaminophen, propranolol, and probenecid (192–195), which raises the possibility that intestinal metabolism may limit the oral bioavailability of these drugs. We have also observed that the 3- and 17-glucuronidation of estradiol by UGT1A8 and UGT1A10 is as efficient as that observed by UGT1A1 (Isoherranen and Thummel, unpublished observations), suggesting that the intestine may be a more significant site of estradiol
glucuronidation than the liver. It is likely that many of the substrates for the intestinal UGTs will undergo at least some first-pass metabolism at the intestinal mucosa. However, the quantitative importance of this process compared with hepatic extraction remains to be elucidated.

Despite the fact that UGTs contribute significantly to the elimination of numerous drugs, clinically significant inhibitory drug-drug interactions involving hepatic or intestinal UGTs are relatively rare. There may be two reasons for this. First, UGT enzymes are typically low-affinity enzymes, and $K_m$ and $K_i$ values of ligands are in the high-micromolar range and above the circulating inhibitor concentrations. Second, considerable substrate overlap between UGT enzymes exists, which attenuates the impact of isoform-specific interactions (196). These characteristics have also made the UGTs difficult to study as very few isoform-specific probes or inhibitors have been identified. Nevertheless, intestinal UGTs appear to be involved in drug interactions. The best example is perhaps the clinically observed interaction between mycophenolate mofetil and tacrolimus. UGT1A8 and UGT1A10 along with UGT1A9 (major) and UGT1A1 (minor) catalyze the 7-O-glucuronidation of mycophenolic acid (195,197,198), the active metabolite produced from ester hydrolysis of mycophenolate mofetil. In intestinal microsomes, the UGT1A9 probe propofol decreased mycophenolic acid glucuronidation by 47%. Tacrolimus is reportedly a good inhibitor of mycophenolic acid conjugation, both in vitro (199) and in vivo (200). Thus, it is possible that the drug-drug interaction that occurs in patients is, in part, a consequence of the inhibition of first-pass intestinal UGT1A8/9/10 activity.

An interesting aspect of drug-drug interactions involving UGTs is the impairment of enterohepatic circulation (EHC). During EHC, a drug is generally glucuronidated in the liver, its conjugate metabolite is excreted to the bile, cleaved in the gut lumen by the gut microflora $\beta$-glucuronidases, and the liberated aglycone reabsorbed back into the portal circulation (201). Theoretically, inhibition of the $\beta$-glucuronidases in gut microflora will decrease the exposure to drugs that are subject to significant EHC. An example of such interaction would be the effect of antibiotics on oral contraceptive (OC) pharmacokinetics. Epidemiological evidence suggests that oral contraceptive failures are associated with the use of oral antibiotics. However, prospective pharmacokinetics studies to date have failed to demonstrate a clear acceleration of OC estrogen or progestin clearance after oral antibiotic administration (203). Case reports have suggested that some women have significantly reduced concentrations of ethinyl estradiol when taken in combination with tetracyclines and penicillin derivatives (202). It is likely that the interaction, if it exists, occurs only in selected individuals who are poor metabolizers for the nonconjugative pathways (e.g., CYP3A) and have a significant pool of conjugate metabolites undergoing EHC, among other factors (204).

Inductive interactions can be of a concern with UGTs. Similar to some of the P450 enzymes, the nuclear hormone receptors CAR and PXR regulate induction of UGT1A1, one of the intestinal UGT isoforms and may contribute to
the regulation of others as well. Numerous studies have documented induction of glucuronidation activity in vivo by rifampin using various drug substrates, but questions regarding which isoform(s) of UGT are induced and the site of induction have not been addressed.

In conclusion, the involvement of intestinal CYP3A in metabolically based drug interactions is reasonably well characterized. In contrast, the role of other intestinal drug-metabolizing enzymes in drug interactions remains speculative or controversial. The major obstacle appears to be our poor understanding of the functional importance of other CYP and conjugating enzymes in intestinal first-pass drug metabolism. Future progress in this area will require a concerted effort in developing appropriate in vitro cellular systems and conducting rigorous human studies to elucidate in vivo function and regulation of intestinal drug-metabolizing enzymes.
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I. INTRODUCTION

Over the past decade there has been a substantial improvement in the ability to predict metabolism-based in vivo drug interactions from kinetic data obtained in vitro. This advance has been most evident for interactions that occur at the level of cytochrome P450 (CYP)-catalyzed oxidation and reflects the availability of human tissue samples, cDNA-expressed CYPs, and well-defined substrates and inhibitors of individual enzymes. The most common paradigm in the prediction of in vivo drug interactions has been first to determine the enzyme selectivity of a suspected inhibitor and subsequently to estimate the constant that quantifies the potency of reversible inhibition in vitro. This approach has been successful in identifying clinically important potent competitive inhibitors, such as quinidine, fluoxetine, and itraconazole. However, there is a continuing concern that a number of well-established and clinically important CYP-mediated drug interactions are not predictable from the classical approach that assumes reversible mechanisms of inhibition are ubiquitous.

Irreversible inhibition is an additional mechanism that may reduce the catalytic activity of an enzyme in vitro and in vivo. This mechanism has been
extensively characterized in vitro and is particularly common for CYP-mediated biotransformations, in part because of the high-energy intermediates that are characteristic of these reactions. A seminal illustration of the importance of an irreversible mechanism of inhibition is provided by erythromycin, the widely used macrolide antibiotic. Steady-state plasma concentrations of erythromycin are below the in vitro estimated constant for competitive inhibition of CYP3A4 (1,2), and consequently no in vivo drug interactions are expected with CYP3A4 substrates. However, in clinical practice, erythromycin is a well-established inhibitor of CYP3A-mediated biotransformation (1). This is not surprising in view of the ample evidence demonstrating that both human and animal CYP3A enzymes convert erythromycin to a metabolite that complexes with heme to cause inactivation (3). Thus, the goal of this text is to describe the scope of irreversible inhibition of drug metabolizing enzymes and to indicate how the prediction of in vivo drug interactions can be incorporated into this phenomenon.

II. CHARACTERISTICS OF IRREVERSIBLE INHIBITORS

In general, three types of CYP inhibition have been described (4). The most common type of inhibition is displayed by agents that reversibly bind to CYP and is displayed by all substrates of an enzyme at sufficiently high concentrations. A second type of inhibition occurs when substrates or their metabolites form quasi-irreversible complexes with the prosthetic heme; this is typified by the inhibition of CYP3A enzymes by macrolide antibiotics. The third type of inhibition occurs when a substance binds irreversibly to structural motifs of the CYP apoprotein or to the prosthetic heme group, or accelerates the degradation of the prosthetic heme group. The latter two modes of inhibition are most commonly displayed by inhibitors that are dependent on the enzyme itself to reveal their inhibition, and they are therefore commonly referred to as mechanism-based inhibitors (5). A mechanism-based inhibitor must first bind and then become catalytically activated by the enzyme. The activated species irreversibly alters the enzyme and removes it permanently from the pool of active enzyme. For a substance to be classified as a direct mechanism-based inhibitor, it should meet the following rigorous criteria proposed by Silverman (5):

1. Under conditions that support catalysis, a time-dependent loss of enzyme activity is observed.
2. The rate of enzyme inactivation is proportional to low inactivator concentration but is independent at high inactivator concentration [Eq. (1)].
3. The rate of inactivation is slower in the presence of a competing substrate than in its absence.
4. Enzyme activity does not return upon physical removal of inactivator, e.g., by dialysis, filtration, or centrifugation.
5. A catalytic step for the conversion of inactivator to a reactive intermediate can be proposed.
6. There is no lag time for inactivation; the presence of exogenous nucleophiles has no effect on the inactivation rate; following inactivation, a second, equal addition of enzyme results in the same rate of inactivation as the first addition in the absence of inactivator and cofactor depletion.

III. TYPES OF IRREVERSIBLE INHIBITORS

A. Compounds That Covalently Bind to the Protein

Examples of xenobiotics that bind to proteins and fall into this class of mechanism-based inhibitor include tienilic acid, cannabidiol, chloramphenicol, secobarbital, some psoralens, spironolactone, mifepristone, and grapefruit juice.

Tienilic acid is oxidized by CYP2C9 to form metabolites that appear to covalently bind to the protein at the active site, thus rendering the enzyme inactive (6,7). Evidence suggests that an electrophilic sulfoxide metabolite of tienilic acid is the reactive species. When tienilic acid was incubated with CYP2C9 and NADPH, three protein species were detected: native CYP2C9, a monoadduct of CYP2C9 and tienilic acid, and a diadduct that incorporated two molecules of tienilic acid in CYP2C9. Further evidence suggested that each tienilic acid that was covalently adducted to CYP2C9 contained a hydroxyl group, which is consistent with initial ring oxidation and/or with initial sulfoxide formation, provided the attached sulfoxide does not dehydrate (8).

Preincubation of human liver microsomes (HLMs) with cannabidiol decreased the formation of all detectable metabolites of cyclosporine, a substrate of CYP3A (9). Cannabidiol is metabolized by CYP3A to form a cannabidiol hydroxyquinone. This metabolite binds to the apoprotein of CYP3A and renders it inactive (10).

Chloramphenicol and secobarbital exhibit properties similar to those of tienilic acid, but they have not been studied in humans (11). Oxidative dechlorination of chloramphenicol with formation of reactive acyl chlorides appears to be an important metabolic pathway for irreversible inhibition of CYP. Chloramphenicol binds to CYP, and subsequent substrate hydroxylation and product release are not impaired. The inhibition of CYP oxidation and the inhibition of endogenous NADPH oxidase activity suggest that some modification of the CYP has taken place, which inhibits its ability to accept electrons from the CYP reductase (11). Secobarbital completely inactivates rat CYP2B1 functionally, with partial loss of the heme chromophore. Isolation of the N-alkylated secobarbital heme adduct and the modified CYP2B1 protein revealed that the metabolite partitioned between heme N-alkylation, CYP2B1 protein modification, and epoxidation. A small fraction of the prosthetic heme modifies the protein and contributes to the CYP2B1 inactivation (12).

Psoralens, e.g., 8-methoxypsoralen, are a family of furanocoumarin derivatives that have been used in part to treat diseases such as psoriasis and cutaneous
T-cell lymphoma. Additionally, 8-methoxypsoralen has been shown to inhibit CYP2A6 (13). The mechanism of inhibition by this compound appears to be an initial oxidation to generate an epoxide that reacts with a nucleophilic amino acid at the active site (14).

CYP inactivation by spironolactone is due to a reactive species that binds covalently to the protein and/or modifies the heme group (15). However, this has not been investigated in human tissue. More recently, mifepristone (RU486) was characterized as a mechanism-based inhibitor of CYP3A4 (16). Mifepristone irreversibly modified the CYP3A4 apoprotein at the active site. The proposed mechanism of inactivation involved addition of reactive oxygen to the carbon-carbon triple bond of mifepristone to yield a highly reactive ketene intermediate that reacts with a nucleophilic residue at the enzyme active site (16). Components of grapefruit juice have also been shown to inactivate CYP3A4, and the mechanism is partly through modifying the apoprotein (see sec. VII).

B. Compounds That Quasi-Irreversibly Coordinate to the Prosthetic Heme

These compounds are catalytically oxidized to intermediates or products that coordinate tightly to the prosthetic heme of the CYP. This coordination can only be displaced under nonphysiological experimental conditions (e.g., potassium ferricyanide). Many nitrogen-containing compounds, usually amines, are found in this group. Primary amines are required for the metabolic intermediate complex (MIC) formation, although secondary and tertiary amines are appropriate precursors. The primary amines are hydroxylated and then further oxidized to a nitroso group that appears to chelate to the heme, which results in a more stable (ferrous) state of iron. This ferrous state exhibits a spectrum with an absorbance maximum of 445–455 nm (17). Nonnitrogenous compounds, composed primarily of methylenedioxybenzene derivatives, also form MIC and exhibit absorbance peaks at ~430 nm and 455 nm when the iron is in the ferrous state. However, the MIC formed by these compounds can also be observed at ~437 nm when the iron is in the ferric state. The MIC formed by the nonnitrogenous compounds may be a result of metabolism at the methylene carbon (17).

C. Compounds That Covalently Bind to the Prosthetic Heme

This class of compounds irreversibly inactivates CYP by the covalent attachment of the inhibitor, or a derivative of the inhibitor, to the prosthetic heme group. Compounds that fall into this class are terminal acetylenes, e.g., gestodene (18) and ethynyl estradiol (19), which selectively inactivate CYP3A; furafylline, which selectively inactivates CYP1A1/2 (20); hydrazines, e.g., phenelzine (21), and other xenobiotics, e.g., griseofulvin (22); and phencyclidine, which has been shown to be a substrate and inhibitor of CYP3A (23). Phenelzine and griseofulvin have exhibited mechanism-based inhibition in mouse or rat liver microsomes but have not been investigated with human tissue.
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D. Compounds That Degrade the Prosthetic Heme Group

Certain CYPs undergo mechanism-based inactivation as a result of conversion of their prosthetic heme groups to products that irreversibly bind to the protein. Hydrogen peroxide and cumene hydroperoxide partially degrade the prosthetic heme to monopyrrole and dipyrrole fragments that bind to the protein (24). Presently, no drugs have been shown to fall into this class.

IV. KINETICS OF MECHANISM-BASED INHIBITION

Scheme 1 is the simplest one that is consistent with the inactivation of an enzyme while a drug is metabolized (25). As with conventional enzyme kinetics, there is an initial, reversible step that combines the inhibitor and free enzyme to form an enzyme-inhibitor complex.

In the absence of catalysis, the inhibitor concentration and the ratio of $k_1$ to $k_{-1}$, the equilibrium association constant, will define the fraction of the enzyme bound with inhibitor at a given enzyme concentration. The enzyme-inhibitor complex proceeds to transform the inhibitor to an intermediate that may decompose to form a metabolite or react with the enzyme to form an inactive complex. First-order rate constants $k_2$, $k_3$, and $k_4$ determine the rates of these reactions and the concentration of intermediate at a given concentration of inhibitor and enzyme.

Most commonly, the rate of formation of the inactivated enzyme, under steady-state conditions, can be described by the rectangular hyperbolic function often associated with the traditional Henri-Michaelis-Menten function (25,26):

$$\text{Rate of inactive enzyme formation} = \frac{I_{\text{max}} \cdot I}{K_I + I} = k_{\text{inact}} \cdot E \cdot \frac{I}{K_I + I} \quad (1)$$

where $I$ is the concentration of inhibitor or inactivator, $K_I$ is the inhibitor concentration that supports half the maximal rate of inactivation, and $I_{\text{max}}$ is the maximal rate of inactivation (when $I \gg K_I$). The symbol $K_I$ is employed in the context of inactivation kinetics to distinguish it from the equilibrium inhibition constant $K_i$ (see Chap. 2) that is commonly used in the description of reversible enzyme inhibition (5). The maximal rate of inactivation, $I_{\text{max}}$, will occur when inhibitor binds to all of the available enzymes:

$$\text{Maximal rate of formation of inactive enzyme} = E \cdot k_{\text{inact}} \quad (2)$$

Thus, $k_{\text{inact}}$ is the first-order rate constant that relates the maximal rate of formation of inactive enzyme to the active enzyme concentration. Tatsunami et al. demonstrated that under steady-state conditions the following relationships exist for the reaction displayed in Scheme 1 (27):

$$K_I = \frac{k_{-1} + k_2}{k_1} \cdot \frac{k_3 + k_4}{k_2 + k_3 + k_4} \quad (3)$$

$$k_{\text{inact}} = \frac{k_2 \cdot k_4}{k_2 + k_3 + k_4} \quad (4)$$
It is clear from Eqs. (3) and (4) that \( K_I \) and \( k_{\text{inact}} \) are complex functions of several microrate constants. It is important to note that only under restrictive conditions can \( k_{\text{inact}} \) be equated with \( k_2 \), e.g., when \( k_4 \) is much greater than \( k_2 + k_3 \). Similarly, \( K_I \) cannot simply be equated with the inverse of the equilibrium association constant for inhibitor and free enzyme.

Analogous relationships exist for the rate of metabolite formation in this enzymatic scheme:

\[
\text{Rate of metabolite formation} = V_{\text{max}} \cdot \frac{I}{K_I + I} = k_{\text{cat}} \cdot E \cdot \frac{I}{K_I + I} \quad (5)
\]

where \( V_{\text{max}} \) is the maximal rate of metabolite formation (when \( I \ll K_I \)) and \( K_I \) is the inhibitor concentration that supports half the maximal rate of metabolite formation and is exactly the same as the constant defined in Eqs. (1) and (3). \( k_{\text{cat}} \) is the first-order rate constant that relates maximal rate of metabolite formation to \( E \) and that is analogous to \( k_{\text{inact}} \) and can be defined as a function of the microrate constants:

\[
k_{\text{cat}} = \frac{k_2 \cdot k_3}{k_2 + k_3 + k_4} \quad (6)
\]

In the context of mechanism-based inhibition, \( k_{\text{cat}} \) does not have the same definition as that commonly used in metabolite formation kinetics; \( k_{\text{cat}} \) is not equivalent to \( k_2 \) unless \( k_3 \) greatly exceeds \( k_2 \) and \( k_4 \), which may occur when the inactivation pathway is minor in comparison to the formation of metabolite.

A useful index of the propensity for an enzyme to undergo inactivation, as opposed to metabolite formation, is the partition ratio, \( r \) (28), defined as the ratio of the rate of metabolite formation to the rate of inactive enzyme formation. Thus, by combining Eqs. (1) and (5):

\[
r = \frac{k_{\text{cat}}}{k_{\text{inact}}} \quad (7)
\]
Furthermore from the relationships in Eqs. (4) and (6) that include the microrate constants of Scheme 1:

\[ r = \frac{k_3}{k_4} \]  

(8)

From Eqs. (7) and (8) it is clear that, in the context of the current model, \( r \) is independent of inhibitor concentration. The value of \( r \) varies from infinity, when the inactivation reaction is a rare event, to a value of zero, where inactivation of enzyme occurs during every catalytic cycle.

It should be noted that the mechanism depicted in Scheme 1 is the simplest that is consistent with mechanism-based inhibition. The mechanism for a given inhibitor and enzyme may be considerably more complex due to (a) multiple intermediates [e.g., MIC formation often involves four or more intermediates (29)], (b) detectable metabolite that may be produced from more than one intermediate, and (c) the fact that enzyme-inhibitor complex may produce a metabolite that is mechanistically unrelated to the inactivation pathway. Events such as these will necessitate alternate definitions for \( k_{\text{inact}} \), \( K_I \), and \( r \) in terms of the microrate constants of the appropriate model. The hyperbolic relationship between rate of inactivation and inhibitor concentration will, however, remain, unless nonhyperbolic kinetics characterize this interaction. Silverman discussed this possibility from the perspective of an allosteric interaction between inhibitor and enzyme (5). Nonhyperbolic kinetics has been observed for the interaction of several drugs with members of the CYPs (30).

V. DETERMINATION OF ENZYME CONSTANTS IN VITRO

Characterization of a mechanism-based inhibitor may involve the estimation of the constants described in section IV, namely, \( k_{\text{inact}} \), \( K_I \), \( k_{\text{cat}} \), and \( r \). The most common approach has been to incubate inhibitor, enzyme, and cofactors together and to determine the decline in enzyme activity with time (26). In practice, this approach often employs the measurement of residual enzyme activity in a subsequent incubation with a specific substrate under conditions that limit further inactivation and competitive inhibition by the inactivator, usually by an appropriate dilution (10-fold or greater) of the original incubate (5).

On the basis of foregoing discussion, the rate of change of enzyme activity in the presence of an inhibitor concentration \( I \) is given by:

\[ \frac{dE(t)}{dt} = -k_{\text{inact}} \cdot I \cdot \frac{E(t)}{K_I + I} \]  

(9)

where \( E(t) \) is the enzyme concentration at some time \( t \). This expression can be integrated to provide a relationship that has been widely used to estimate the desired parameters:

\[ E(t) = E(0) \cdot e^{-[k_{\text{inact}} \cdot I/(K_I + I)] \cdot t} \]  

(10)
where \( E(0) \) is the initial enzyme concentration or activity. Thus, a plot of \( E(t) \) against time can be generated for a range of inhibitor concentrations that encompass \( K_I \) to estimate \( k_{\text{inact}} \) and \( K_I \). Alternatively, by taking the natural log of Eq. (10),

\[
\ln \left( \frac{E(t)}{E(0)} \right) = - \left( \frac{k_{\text{inact}}}{K_I + I} \right) \cdot t
\]  

Equation (11) indicates that a plot of log fractional enzyme activity against time will be linear, and the negative of the slope will be equivalent to \( k_{\text{inact}} I/(K_I + I) \) (26). The family of curves obtained by varying inhibitor concentration should share the same value of \( \ln(E(t)/E(0)) = 1 \) at \( t = 0 \), unless the experiment is confounded by the occurrence of significant competitive inhibition. The relationship between the slope of these plots and inhibitor concentration can be analyzed by nonlinear regression [see Eq. (1)] or double reciprocal plots to estimate \( k_{\text{inact}} \) and \( K_I \) [Figs. 1 (inset) and 2]. Many mechanism-based inhibitors of CYP3A4 (Table 1) and other drug metabolizing CYPs (Table 2) have been characterized in this manner and the corresponding \( k_{\text{inact}} \) and \( K_I \) values estimated. These approaches assume a constant inhibitor concentration equal to the starting concentration and that loss of enzyme activity is due only to the specific effect of the inhibitor. Preliminary experiments are indicated to verify these assumptions.

![Figure 1](image-url)  

**Figure 1** Time- and concentration-dependent inactivation of the catalytic activity of P450 2B6 by bergamottin. Inactivation of the EFC O-deethylation activity of P450 2B6 in the reconstituted system incubated with 0.6 (●), 1 (○), 2 (▲), 3 (◇), 5 (■), and 10 (□) µM bergamottin. Aliquots were removed at the indicated time and assayed for residual activity. The insets show the double reciprocal plots of the initial rates of inactivation as a function of the bergamottin concentrations. The kinetic constants \( K_I \), \( k_{\text{inact}} \), and \( t_{1/2} \) were determined from this plot. The data shown represent the average of three experiments that did not differ by more than 10%. Source: From Ref. 72.
In some cases the rate of enzyme inactivation can be quantified without an assay for enzyme activity. For example, inactivation of CYPs due to MIC formation can be directly quantified spectrophotometrically, which avoids the potential artifacts introduced by the measurement of catalytic activity. Microsomes, or purified enzymes, are incubated with a substrate and NADPH and monitored for MIC formation over time in a spectrophotometer. An example of MIC formation by diltiazem in human liver microsomes (HLMs) is shown in Figure 3 (36). The MIC exhibits an absorbance maximum between 448 nm and 456 nm when the heme iron is in the reduced state (17). Extinction coefficients of MIC are approximately 64mM/cm (79). Thus, MIC formation by diltiazem in the example is 59% of the total CYP, which would be consistent with inactivation of most of the CYP3A in the microsomes.

The value of $k_{cat}$ and $K_I$ can also be estimated by quantifying the rate of metabolite formation from the inhibitor either simultaneously with the decline in enzyme activity or under the same incubation conditions. The rate of change of metabolite, $dM/dt$, is given by

$$\frac{dM(t)}{dt} = \frac{k_{cat} \cdot I}{K_I + I} \cdot E_{(0)} \cdot e^{-[k_{inact}I/(K_I+I)]t}$$

(12)
Table 1  Mechanism-Based Inhibitors of CYP3A4 and Corresponding Estimates of In Vitro Constants

<table>
<thead>
<tr>
<th>Drug</th>
<th>(k_{\text{inact}}) (min(^{-1}))</th>
<th>(K_I) ((\mu)M)</th>
<th>MIC(^a) formation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antibiotics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clarithromycin</td>
<td>0.072</td>
<td>5.49</td>
<td>Y</td>
<td>31</td>
</tr>
<tr>
<td>Erythromycin</td>
<td>0.046</td>
<td>10.9</td>
<td>Y</td>
<td>32</td>
</tr>
<tr>
<td>Troleandomycin</td>
<td>0.15</td>
<td>0.18</td>
<td>Y</td>
<td>33</td>
</tr>
<tr>
<td>Dirithromycin</td>
<td>ND</td>
<td>ND</td>
<td>Y</td>
<td>34</td>
</tr>
<tr>
<td>Isoniazid</td>
<td>0.042</td>
<td>48.6</td>
<td></td>
<td>35</td>
</tr>
<tr>
<td><strong>Antihypertensive agents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diltiazem</td>
<td>0.11</td>
<td>2</td>
<td>Y</td>
<td>36</td>
</tr>
<tr>
<td>Verapamil</td>
<td>0.09</td>
<td>1.7</td>
<td>Y</td>
<td>37</td>
</tr>
<tr>
<td>Nicardipine</td>
<td>0.06</td>
<td>1.29</td>
<td>Y</td>
<td>32</td>
</tr>
<tr>
<td>Amlodipine</td>
<td>0.35(^b)</td>
<td>2.6(^b)</td>
<td></td>
<td>40</td>
</tr>
<tr>
<td>Dihydralazine</td>
<td>0.05</td>
<td>35</td>
<td></td>
<td>38</td>
</tr>
<tr>
<td>Mibefradil</td>
<td>0.4</td>
<td>2.3</td>
<td></td>
<td>39</td>
</tr>
<tr>
<td><strong>Anti-HIV agents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ritonavir</td>
<td>0.4(^b)</td>
<td>0.17(^b)</td>
<td>Y</td>
<td>40</td>
</tr>
<tr>
<td>Indinavir</td>
<td>ND</td>
<td>ND</td>
<td>Y</td>
<td>41</td>
</tr>
<tr>
<td>Lopinavir</td>
<td>0.11</td>
<td>1</td>
<td>Y</td>
<td>40</td>
</tr>
<tr>
<td>Nelfinavir</td>
<td>0.22</td>
<td>1</td>
<td>Y</td>
<td>40</td>
</tr>
<tr>
<td>Amprenavir</td>
<td>0.59(^b)</td>
<td>0.37(^b)</td>
<td>Y</td>
<td>40</td>
</tr>
<tr>
<td>Saquinavir</td>
<td>0.31(^b)</td>
<td>0.2(^b)</td>
<td></td>
<td>40</td>
</tr>
<tr>
<td>Delavirdine</td>
<td>0.44</td>
<td>9.5</td>
<td></td>
<td>41</td>
</tr>
<tr>
<td><strong>Anticancer agents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tamoxifen</td>
<td>0.04(^b)</td>
<td>0.2(^b)</td>
<td></td>
<td>42</td>
</tr>
<tr>
<td>Irinotecan</td>
<td>0.06(^b)</td>
<td>24(^b)</td>
<td></td>
<td>43</td>
</tr>
<tr>
<td>SN-38</td>
<td>0.1(^c)</td>
<td>26(^c)</td>
<td></td>
<td>43</td>
</tr>
<tr>
<td><strong>Antidepressants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluoxetine</td>
<td>0.017</td>
<td>5.26</td>
<td></td>
<td>31</td>
</tr>
<tr>
<td>Nortriptyline</td>
<td>0.04(^b)</td>
<td>2.1(^b)</td>
<td></td>
<td>40</td>
</tr>
<tr>
<td>Fluvoxamine</td>
<td>0.05(^b)</td>
<td>3.7(^b)</td>
<td></td>
<td>40</td>
</tr>
<tr>
<td>Nefazodone</td>
<td>0.27(^b)</td>
<td>12.5(^b)</td>
<td></td>
<td>40</td>
</tr>
<tr>
<td><strong>Dietary Supplements</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bergamottin (grapefruit juice)</td>
<td>0.3</td>
<td>4.2</td>
<td></td>
<td>44</td>
</tr>
<tr>
<td>6′,7′-dihydroxybergamottin (grapefruit juice)</td>
<td>0.16</td>
<td>59</td>
<td></td>
<td>45</td>
</tr>
<tr>
<td>Glabridin (licorice extract)</td>
<td>0.14</td>
<td>7</td>
<td></td>
<td>46</td>
</tr>
<tr>
<td>Oleuropein (olive oil)</td>
<td>0.09</td>
<td>22.2</td>
<td></td>
<td>47</td>
</tr>
<tr>
<td>Resveratrol (red wine)</td>
<td>0.2</td>
<td>20</td>
<td></td>
<td>48</td>
</tr>
<tr>
<td>Limonin (grapefruit oil)</td>
<td>0.266</td>
<td>23.2</td>
<td></td>
<td>49</td>
</tr>
<tr>
<td>Rutacearpine (evodia fruit)</td>
<td>0.387</td>
<td>107.7</td>
<td></td>
<td>49</td>
</tr>
<tr>
<td>Kaempferol glycosides (Indonesian medicinal plant Zingiber aromaticum)</td>
<td>0.23–0.65</td>
<td>2.21–27.01</td>
<td></td>
<td>50</td>
</tr>
</tbody>
</table>

Continued
If the rate of metabolite formation can be determined over a time period that is sufficiently short that significant enzyme inactivation does not occur \((k_{\text{cat}} > k_{\text{inact}})\), then the exponential term in Eq. (12) approaches unity and may be ignored. Equation (12) illustrates that the apparent \(V_{\text{max}}\) for formation of a metabolite will decline as the incubation time increases when simultaneous enzyme inactivation occurs (Fig. 4).

The partition ratio can be obtained from estimates of \(k_{\text{inact}}\) and \(k_{\text{cat}}\) or can be determined directly. This is achieved by simultaneously quantifying the moles of enzyme inactivated and the moles of metabolite formed for given incubation conditions. Clearly, if any two parameters from \(k_{\text{inact}}, k_{\text{cat}},\) and \(r\) are known, then the third can be calculated.

Under conditions where it is not possible to approximate the steady state, i.e., constant inactivator concentration, it is possible to estimate \(k_{\text{inact}}\) and \(K_I\), if the inactivator concentration and residual enzyme activity are quantified simultaneously. If a fixed quantity of enzyme and inactivator are combined under
non-steady-state conditions that support catalysis, then the rate of formation of inactive enzyme at some time \( t \), \( \frac{dE(t)}{dt} \), is given by

\[
\frac{dE(t)}{dt} = k_{\text{inact}} \cdot E(t) \cdot \frac{I(t)}{K_I + I}
\]

(13)

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Mechanism-Based Inhibitors of CYPs (other than CYP3A4) and Corresponding Estimates of In Vitro Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug</td>
<td>( k_{\text{inact}} ) (min(^{-1}))</td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td><strong>CYP 1A1</strong></td>
<td></td>
</tr>
<tr>
<td>Rapontigenin</td>
<td>0.06</td>
</tr>
<tr>
<td>Bergamottin</td>
<td>ND</td>
</tr>
<tr>
<td><strong>CYP 1A2</strong></td>
<td></td>
</tr>
<tr>
<td>Zileuton</td>
<td>0.035</td>
</tr>
<tr>
<td>Rofecoxib</td>
<td>0.07</td>
</tr>
<tr>
<td>trans-Resveratrol</td>
<td>0.28</td>
</tr>
<tr>
<td>Oltipraz</td>
<td>0.19</td>
</tr>
<tr>
<td>Clorgyline</td>
<td>0.15</td>
</tr>
<tr>
<td><strong>CYP 2A6</strong></td>
<td></td>
</tr>
<tr>
<td>Valproic acid</td>
<td>0.048</td>
</tr>
<tr>
<td>Nicotine</td>
<td>ND</td>
</tr>
<tr>
<td>( \beta-Nicotyline )</td>
<td>ND</td>
</tr>
<tr>
<td><strong>CYP 2B6</strong></td>
<td></td>
</tr>
<tr>
<td>TA(^a)</td>
<td>0.09</td>
</tr>
<tr>
<td>TioTEPA</td>
<td>0.16</td>
</tr>
<tr>
<td>Clopidogrel</td>
<td>0.35</td>
</tr>
<tr>
<td>Ticlopidine</td>
<td>0.5</td>
</tr>
<tr>
<td>Bergamottin</td>
<td>0.09</td>
</tr>
<tr>
<td><strong>CYP 2C8</strong></td>
<td></td>
</tr>
<tr>
<td>Nortriptyline</td>
<td>0.036</td>
</tr>
<tr>
<td>Verapamil</td>
<td>0.065</td>
</tr>
<tr>
<td>Fluoxetine</td>
<td>0.083</td>
</tr>
<tr>
<td>Amiodarone</td>
<td>0.079</td>
</tr>
<tr>
<td>Isoniazid</td>
<td>0.042</td>
</tr>
<tr>
<td>Phenelzine</td>
<td>0.243</td>
</tr>
<tr>
<td>Gemfibrozil</td>
<td>0.21</td>
</tr>
<tr>
<td><strong>CYP 2E1</strong></td>
<td></td>
</tr>
<tr>
<td>Phenethyl isothiocyanate</td>
<td>0.339</td>
</tr>
<tr>
<td><strong>CYP 2D6</strong></td>
<td></td>
</tr>
<tr>
<td>Paroxetine</td>
<td>0.17</td>
</tr>
<tr>
<td>MDMA (Ecstacy)</td>
<td>0.2–0.58</td>
</tr>
<tr>
<td>Serpentine</td>
<td>0.09</td>
</tr>
</tbody>
</table>

\(^a\)N-(3,5-dichloro-4-pyridyl)-4-methoxy-3-(prop-2-ynyloxy)benzamide.

Abbreviation: ND, not determined.
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Figure 3  MIC formation by diltiazem (5 μM) in HLMs. The sample cuvette contained HLMs, diltiazem, and NADPH, whereas the reference cuvette contained HLMs, buffer, and NADPH. The ribbons represent the change in absorbance difference for scans from 5 to 120 minutes. Abbreviations: MIC, metabolic intermediate complex; HLMs, human liver microsomes. Source: From Ref. 37.

Figure 4  Effect of incubation time on the formation of N-desmethyldiltiazem (MA) in HLMs. HLMs (50 μg) were incubated with diltiazem (12.5–1200 μM) and NADPH (1 mM) at 37°C for 8 (▲), 16 (▼), and 24 (●) minutes. The dashed line is the line of best fit of the data with the Michaelis-Menten equation. The solid line is the line that represents the predicted MA formation at the corresponding time using instantaneous formation rates. Abbreviations: HLMs, human liver microsomes; MA, N-desmethyldiltiazem. Source: From unpublished data.
The corresponding decline in inhibitor concentration at some time \( t \), \(-\frac{dI(t)}{dt}\), will be given by the rate of metabolite formation plus the rate of inactive enzyme formation:

\[
-\frac{dI(t)}{dt} = (k_{\text{inact}} + k_{\text{cat}}) \cdot E(t) \cdot \frac{I(t)}{K_I + I}
\]

Equation (14) can also be written to include the partition ratio:

\[
-\frac{dI(t)}{dt} = (1 + r) \cdot k_{\text{inact}} \cdot E(t) \cdot \frac{I(t)}{K_I + I}
\]

VI. PREDICTION OF DRUG INTERACTIONS IN VIVO

A. Extent of Interaction

When one drug has the capability to inactivate an enzyme, the elimination of a second drug that relies on that enzyme may be impaired. The net effect of exposure to an enzyme inactivator is to enhance the rate of degradation of active enzyme from the endogenous pool. Under baseline conditions the rate of change of active enzyme concentration, \( \frac{dE(t)}{dt} \), is determined by the balance between the rate of de novo synthesis and the rate of degradation. Enzyme synthesis rate is generally assumed to be a zero-order process, whereas the rate of degradation is a first-order process (80):

\[
\frac{dE(t)}{dt} = R_0 - k_E \cdot E(t)
\]

where \( R_0 \) is the rate of enzyme synthesis and \( k_E \) is the endogenous degradation rate constant. Therefore, at steady state (\( \frac{dE(t)}{dt} = 0 \)), the enzyme concentration, \( E_{ss} \), is given by

\[
E_{ss} = \frac{R_0}{k_E}
\]

In turn the steady-state enzyme concentration in the liver determines the baseline hepatic intrinsic clearance, \( CL_{\text{int}} \), for the metabolism of a drug substrate by the enzyme. When substrate concentration, \( S \), is low relative to the Michaelis constant, \( K_m \), for a particular biotransformation,

\[
CL_{\text{int}} = \frac{V_{\text{max}}}{K_m} = E_{ss} \cdot \frac{k_{\text{cat}}}{K_m}
\]

where \( V_{\text{max}} \) is the maximal rate of substrate metabolism and \( k_{\text{cat}} \) is the first-order rate constant that relates \( V_{\text{max}} \) to \( E_{ss} \). In the presence of an inactivator of the enzyme, the rate of change of active enzyme, \( \frac{dE'(t)}{dt} \), is given by:

\[
\frac{dE'(t)}{dt} = R_0 - k_E \cdot E(t) - k_I \cdot E(t)
\]
where $k_{l}$ is the rate constant for inactivation of enzyme. Consequently, the steady-state enzyme concentration in the presence of inactivator, $E'_{ss}$, is reduced:

$$E'_{ss} = \frac{R_{0}}{k_{E} + k_{l}}$$

(20)

The inactivator will therefore produce a corresponding reduction in intrinsic clearance to $CL'_{int}$.

$$CL'_{int} = E'_{ss} \cdot \frac{k_{cat}}{K_{m}}$$

(21)

The ratio of the intrinsic clearances in the absence and presence of an inactivator is given by

$$\frac{CL_{int}}{CL'_{int}} = \frac{E_{ss}}{E'_{ss}} = \frac{k_{E} + k_{l}}{k_{E}} = 1 + \frac{k_{l}}{k_{E}}$$

(22)

For a drug that is eliminated exclusively by the liver and that is completely absorbed following oral administration, the intrinsic clearance can be related to the area under the plasma concentration–time curve ($AUC_{po}$) if the well-stirred model of hepatic elimination is assumed (81,82):

$$CL_{int} \cdot f_{u} = \frac{Dose_{po}}{AUC_{po}}$$

(23)

where $AUC_{po}$ is obtained from time zero to infinity following a single oral dose or over a dosing interval when the drug is administered orally in the steady state; $f_{u}$ is the fraction of drug unbound in plasma. Thus, for a drug that is eliminated from the body by a single hepatic pathway that is the target of an inactivator, the following relationship describes the predicted increase $AUC'_{po}$ from the baseline state to the inactivated state $AUC'_{po}$:

$$\frac{AUC'_{po}}{AUC_{po}} = \frac{CL_{int}}{CL'_{int}} = 1 + \frac{k_{l}}{k_{E}}$$

(24)

If the inactivated pathway is only one of multiple elimination pathways in the liver, then the predictive model of Eq. (24) becomes

$$\frac{AUC'_{po}}{AUC_{po}} = \frac{1}{[f_{m}/(1 + k_{l}/k_{E})] + 1 - f_{m}}$$

(25)

where $f_{m}$ represents the fraction of the total hepatic elimination at baseline that is due to the pathway that is susceptible to inactivation.

From Eqs. (24) and (25) it is clear that in order to predict the effect of an inactivator on the $AUC_{po}$ of a coadministered drug, the determinants of $k_{l}$ must
be understood. From our earlier discussion, the rate of formation of inactive enzyme is given by

\[
\text{Rate inactive enzyme formation} = k_{\text{inact}} \cdot \frac{I}{K_I + I}
\]  
(26)

From Eq. (19) the rate of inactivation of enzyme is also given by \(k_I \cdot E\); therefore, when \(K_I \gg I\),

\[
k_I = k_{\text{inact}} \cdot \frac{I}{K_I}
\]  
(27)

Consequently, the predicted effect of inactivator on \(\text{AUC}_{\text{po}}\) is given by

\[
\frac{\text{AUC}_{\text{po}}'}{\text{AUC}_{\text{po}}} = 1 + \left( k_{\text{inact}} \cdot \frac{I}{K_I \cdot k_E} \right)
\]  
(28)

An analogous expression can readily be derived from Eq. (22). Thus estimates of \(k_{\text{inact}}\) and \(K_I\) determined in vitro can be combined with estimates of baseline enzyme turnover (1/\(k_E\)) and in vivo concentration of inhibitor to predict the extent (fold increase in \(\text{AUC}\)) of an interaction. This expression is reminiscent of the model used to predict interactions involving reversible, competitive inhibition (see chap. 1), with the substitution of \(k_{\text{inact}}/(K_I \cdot k_E)\) for \(1/K_i\) (83). The ratio of \(k_{\text{inact}}\) to \(K_I\) is a useful parameter that can be considered the intrinsic efficiency of inactivation independent of inhibitor concentration. The concentration of inhibitor that should be used in this predictive model is the concentration at the enzyme, but in practice plasma concentrations are often used as a surrogate. However, if the assumption that \(K_I \gg I\) is not appropriate, the function that is nonlinear with respect to inhibitor concentration [Eq. (26)] must be employed and a time-average concentration would not be appropriate. In this nonlinear system, the effect of an inactivator on steady-state enzyme concentrations can be predicted by iteratively solving the differential equations that describe the rate of change of enzyme and inactivator concentration.

**B. Time Course of Inactivation**

An important characteristic of inhibition of drug metabolism by an inactivator is the time dependence of both the onset and offset of the effect. The time course of the change in enzyme concentration from the baseline, \(E_{ss}\), to that in the presence of inactivator, \(E_{ss}'\), is given by

\[
E(t) = E_{ss} \cdot e^{-kt} + E_{ss}'
\]  
(29)

where \(E(t)\) is the enzyme concentration at some time \(t\). This relationship indicates that the half-life of the decline in enzyme concentration (0.693/\(k\)) is dependent on \(k\), which in turn is a function of \(k_{\text{inact}}, K_I,\) and \(I\) [Eq. (27)]. Therefore, the
greater the potency of the inactivator, the faster the onset of the interaction. In contrast, the rate of offset of the interaction is given by

$$E(t) = E_{ss}^t + R_0 \cdot \left(1 - e^{-kt} \right)$$ \hspace{1cm} (30)

In this case the half-life for the return to baseline enzyme concentration ($0.693/k_E$) is controlled by the turnover of the enzyme. Thus, the offset of the interaction is independent of the properties of a given inactivator.

C. Intestinal Wall Metabolism

For many drugs, particularly those that are substrates for CYP3A4, it is inappropriate to assume that all metabolism occurs in the liver, because intestinal enterocytes also contribute to first-pass elimination of these substrates (see Chap. 10). When intestinal wall metabolism contributes to the "first-pass" effect, the prediction of the effect of inactivation on AUC_{po} must be modified as follows (84):

$$\frac{AUC'_{po}}{AUC_{po}} = \left( \frac{F_G'}{F_G} \right) \cdot \left[ 1 + \left( \frac{k_{inact} \cdot I}{K_i \cdot k_E} \right) \right]$$ \hspace{1cm} (31)

where $F_G$ and $F_G'$ are the intestinal wall availabilities in the absence and presence of inhibitor, respectively. In turn $F_G'$ is a function of the intrinsic clearance at the intestinal wall, $CL_{int,G}$ (85):

$$F_G = \frac{A}{A + CL_{int,G}}$$ \hspace{1cm} (32)

where $A$ is the absorption constant which may be a function of epithelial permeability or intestinal blood flow. The ratio $F_G'/F_G$ can therefore be estimated from the relative change in $CL_{int,G}$ caused by the inactivator at the concentration in contact with the enterocytes. This assumes that $A$ is unaffected by the presence of inactivator.

VII. DRUG-DRUG INTERACTIONS DUE TO IRREVERSIBLE INHIBITION

A. Evidence for In Vivo Drug-Drug Interactions Caused by Mechanism-Based Inhibition

Direct evidence that irreversible inhibition is the principle mechanism underlying in vivo drug-drug interactions (DDIs) is often lacking because of the requirement for either direct tissue sampling to reveal inactivated enzyme or in vivo inhibition of activity after drug is essentially eliminated from the body. Nevertheless the steady-state plasma concentrations of several clinically important CYP inhibitors are well below the in vitro estimated competitive inhibition constant, $K_i$. This suggests that competitive inhibition is unlikely to occur in vivo, yet these compounds inhibit CYP activity in a time and concentration-dependant manner when cDNA-expressed CYPs or HLMs are used as an enzyme
Therefore, the mechanism underlying the observed DDIs in vivo has been attributed to mechanism-based inhibition. Although the conclusion that irreversible inhibition is determinant in these examples is reasonable, caution must be exercised because it is often not possible to rule out a role for reversible inhibition arising from high tissue drug concentrations and/or the presence of inhibitory metabolites.

Erythromycin has a $K_i$ of $148 \mu M$ with HLMs and an average serum concentration of $5.4 \mu M$ at steady state after $500 \, mg$ was administered three times a day. Therefore, erythromycin would not be expected to cause significant reversible inhibition of CYP3A activity in vivo (2). However, clinically important drug interactions between erythromycin and midazolam (1), dextromethorphan (86), cyclosporin A (87), alfentanil (88), triazolam (89), alprazolam (90), and carbamazepine (91) have been observed clinically. Erythromycin and troleandomycin (TAO) are well-established mechanism-based inhibitors of CYP3A4 via the formation of MIC in vitro (34). In a key clinical study, liver specimens were obtained by surgical biopsy of six patients receiving erythromycin propionate (2 g daily for 7 days) (3). MIC formation in vivo was detected by ultraviolet absorbance difference spectra, and an increased CYP concentration was observed in microsomes prepared from these liver specimens (3). Similarly, liver microsomes were prepared from liver biopsy samples in six patients given TAO (2 g daily for 7 days) and six untreated patients (92); compared with the control group, the total CYP concentration was increased $(0.39 \pm 0.11 \text{ to } 0.69 \pm 0.15 \, \text{nmol/mg protein})$ but 33% of the total P450 was complexed by a TAO metabolite, leading to a 45% decrease in antipyrine clearance in the treatment group (92). These seminal studies established the potential for MIC formation to represent a functionally irreversible mode of CYP inhibition in vivo. The increased concentration of CYP that accompanied this inhibition may represent stabilization of complexed enzyme and/or transcriptional upregulation of CYP synthesis.

Endoscopic biopsy samples of small intestinal enterocytes have also provided direct evidence of irreversible inhibition of CYP3A4 in vivo. Biopsies were obtained before and after the consumption of 8 oz of grapefruit juice three times a day for six days in 10 healthy men (93). The concentration of CYP3A4 in enterocytes, determined by immunoblotting, was decreased by 62% with no change in CYP3A4 mRNA levels. This is consistent with the in vitro finding that grapefruit juice inactivates CYP3A4 by modifying the apoprotein (44) and initiating rapid proteosomal degradation following ubiquitination (94). Furanocoumarins characteristic of grapefruit juice, including bergamottin and 6',7'-dihydroxybergamottin, are mechanism-based inhibitors of CYP3A4 in vitro and when used alone reproduce the effect exhibited by grapefruit juice (95). The reduction in intestinal wall CYP3A4 resulted in an increase in maximal plasma concentration of felodipine taken with grapefruit juice (93). Subsequently, the oral bioavailability of more than 20 CYP3A4 substrates has been shown to be increased by grapefruit juice consumption (96).
As expected for irreversible inhibition, there is a delay in the return of CYP3A4 activity to baseline upon discontinuation of inhibitor administration. When an oral dose of midazolam was given before and 2, 26, 50, and 74 hours after a single administration of 300-mL regular-strength grapefruit juice, the oral midazolam AUC was increased by 1.65-fold at 2 hours after grapefruit juice treatment, and 1.29-, 1.29-, and 1.06-fold at 26, 50, and 74 hours, respectively (97). The time course of recovery indicated an average recovery half-life of 23 hours and is consistent with enzyme regeneration after mechanism-based inhibition. Similarly, there was a delayed recovery of CYP2D6 activity in vivo (dextromethorphan metabolic ratio) after discontinuation of paroxetine [20 mg/day for 10 days (98)]. Paroxetine, a selective serotonin reuptake inhibitor, is a mechanism-based inhibitor of CYP2D6 in vitro (76) with a relatively short serum half-life (16–24 hours) and no inhibitory metabolites (99). Mechanism-based inhibition probably contributes to the persistent inhibition of in vivo CYP2D6 activity. With a deconvolution approach, where CYP2D6 half-life and paroxetine steady-state half-life could be distinguished, Venkatakrisnan and Obach estimated a $k_E$ of 0.000226 min$^{-1}$, translating into a degradation half-life of 51 hours for CYP2D6 (100).

Clarithromycin is characterized by a $K_i$ value in vitro of 10 µM and average serum concentrations of 0.9 µM (101), but precipitates clinically significant interactions with CYP3A substrates such as midazolam (102), carbamazepine (103), ritonavir (104), and cyclosporine (105). As with grapefruit juice, intestinal biopsy studies have been employed to obtain direct evidence of mechanism-based inhibition in vivo for clarithromycin. After clarithromycin 500 mg was given twice daily for seven days, a 74% decrease in intestinal biopsy homogenate 1'-hydroxylation of midazolam was observed without a significant change in CYP3A mRNA or protein expression (106). This significant reduction in CYP3A activity cannot be explained by competitive inhibition because the measured free inhibitor concentration in intestinal homogenate was 1.2 ± 0.7 µM, which is approximately 10,000-fold lower than the reported $K_i$ (10 µM) for competitive inhibition of clarithromycin in vitro (101). In common with erythromycin and TAO, clarithromycin forms an MIC with CYP3A4 and HLMs in vitro, and this is presumed to be the mechanism of inhibition in vivo (106). In contrast to grapefruit juice, clarithromycin inhibits the intestinal and hepatic activities of CYP3A4 as reflected in the significant increases in systemic and oral clearances of midazolam (106,107). CYP3A activity recovered over a seven-day period following discontinuation of clarithromycin, whereas clarithromycin in serum was undetectable within two days (107).

A similar phenomenon has been observed with the well-established mechanism-based inhibitor, diltiazem (108). Diltiazem (Cardizem SR, 120 mg b.i.d. for 7 days) caused a decrease in small bowel CYP3A activity of 62% with no corresponding change in intestinal CYP3A mRNA or protein expression. Many clinical studies have shown that diltiazem, a calcium channel blocker, inhibits the metabolism of CYP3A substrates, such as triazolam (109), midazolam (110), and
lovastatin (84), but the in vitro estimated $K_i$ is $\sim 60$ $\mu$M and the steady-state serum concentration is $\sim 0.3$ $\mu$M for diltiazem after regular doses (111,112).

The demonstration of mechanism-based inhibition in vitro should not be assumed to result in significant inhibition in vitro. This is illustrated by two mechanism-based inhibitors of CYP3A, gestodene and 17α-ethynyl estradiol (17-EE), that are commonly administered in oral contraceptive pills. Gestodene exhibits a low partition ratio of $\sim 9$ in vitro using HLMs, but the normal dosage is 75 $\mu$g/day (113). Guengerich calculated that gestodene would inactivate about 3% of total CYP3A4 per day if the in vitro partition ratio was the same in vivo (18,19); this appears consistent with the lack of interaction with CYP3A substrates in vivo. However, the partition ratio approach to in vivo prediction is not recommended because an in vivo partition ratio that accounts for competing routes of elimination is generally not available and the contribution of new enzyme synthesis is ignored. 17-EE is also a mechanism-based inhibitor of CYP3A4 ($k_{\text{inact}} = 0.04$ min$^{-1}$, $K_i = 18$ $\mu$M) and the mechanism of inhibition involves heme destruction and the irreversible modification of the apoprotein at the active site (51). However, daily dosing of OvralR (50-$\mu$g 17-EE/500-$\mu$g norgestrel) for 10 days resulted in no change in the oral or intravenous clearance of midazolam (114). This lack of effect reflects the fact that peak plasma concentration of 17-EE are 0.6 to 0.7 nM after a 50 $\mu$g dose and consequently the rate of inactivation is insignificant relative to the endogenous rate of CYP3A degradation. Thus, no change in CYP3A activity is predicted (Eq. 8) (115,116).

### B. In Vitro–In Vivo Prediction of Mechanism-Based Inhibition

Quantitative predictions of in vivo DDIs involving mechanism-based inhibition have been successful for several inhibitors. Approaches to predicting in vivo DDIs involving mechanism-based inhibition have ranged from a relatively simplistic method using a single inhibitor concentration to a more complicated, physiologically based pharmacokinetic (PBPK) model, considering the change of inhibitor and substrate concentrations (unbound or total in blood or tissue) with time. However, the core interaction model used in these approaches was described earlier (Eqs. 16–22) for modeling the changes in the amount of active enzyme in the presence of a mechanism-based inhibitor, which in turn, determines the nonlinear elimination of inhibitors and the corresponding DDIs. The inactivation parameters $k_{\text{inact}}$ and $K_i$ are estimated using either recombinant enzyme or HLMs in vitro. The degradation rate constant, $k_E$, is characterized by considerable uncertainty due to the difficulties estimating the value in vivo; estimates of $k_E$ using a variety of approaches are presented in Table 3.

The in vivo interactions between midazolam and several macrolides were predicted using PBPK modeling of drug concentration and the time course of active enzyme concentration in the liver (123). Using a value for $k_E$ of 0.0005 min$^{-1}$, the AUC of midazolam after oral administration was predicted to increase 2.9- or 3.0-fold following pretreatment with erythromycin (500 mg t.i.d.
for 5 or 6 days, respectively) and 2.1- or 2.5-fold by clarithromycin (250 mg b.i.d. for 5 days or 500 mg b.i.d. for 7 days, respectively), whereas azithromycin (500 mg once a day for 3 days) was predicted to have little effect on midazolam AUC. These results agreed well with the reported in vivo observations.

A similar model was employed to predict the DDIs between 5-fluorouracil and sorivudine (124). Sorivudine is converted by gut flora to (E)-5-(2-bromovinyl) uracil, which inactivates dihydropyrimidine dehydrogenase and impairs the metabolism of 5-fluorouracil by this enzyme. This interaction led to 15 deaths in Japan from 5-fluorouracil toxicity due to elevated exposure to the drug. Using a \( k_E \) of 0.00018 min\(^{-1}\), a fivefold increase in the AUC of 5-fluorouracil was predicted after administration of sorivudine (150 mg/day for 5 days), which was close to the observed data in patients.

Mayhew et al. predicted that therapeutic unbound plasma concentrations (0.1 mM) of fluoxetine, clarithromycin, and the primary metabolite of diltiazem, N-desmethyl diltiazem, would reduce the steady-state concentration of hepatic CYP3A4 to approximately 72%, 39%, or 21% of untreated levels, respectively.
These reductions correspond to 1.4-, 2.6-, or 4.7-fold increases, respectively, in the AUC of a coadministered drug that is eliminated exclusively by hepatic CYP3A4 metabolism. The value of $k_E$ used in this study was 0.000825 min\(^{-1}\) ($t_{1/2} = 14$ hours). This basic approach was also used to predict the inhibitory effect of verapamil enantiomers and their major metabolites, norverapamil and N-desalkyl verapamil (D617), on midazolam clearance. The enantiomers of verapamil and metabolites inhibited CYP3A in a time- and concentration-dependent manner by using the cDNA-expressed CYP3A4 and pooled HLMs (37). Combining the values of $k_{\text{inact}}$ and $K_I$ estimated with the cDNA-expressed CYP3A4, the unbound inhibitor concentrations, $k_E$ of 0.000769 min\(^{-1}\) to 0.00128 min\(^{-1}\), and a fraction metabolized by CYP3A ($f_m$) of 0.9, the model predicted oral midazolam AUC was increased by 3.2- to 4.5-fold at steady state after chronic verapamil dosing. The predicted results agreed well with the in vivo drug interaction data.

The extent of CYP2D6 inactivation by paroxetine was predicted from in vitro inactivation kinetics ($k_{\text{inact}}$ of 0.17 min\(^{-1}\) and unbound $K_I$ of 0.315 \(\mu\)M), in vivo inhibitor concentrations, and an estimated CYP2D6 degradation half-life of 51 hours, using the mathematical model of mechanism-based inhibition (100). The model predicted the nonlinear disposition of paroxetine with an accumulation ratio that is fivefold higher than the expected accumulation if linear kinetics were assumed; this was in excellent agreement with the observed five- to sixfold greater accumulation. Extent of interactions between paroxetine (20–30 mg/day) with the CYP2D6 substrates desipramine, risperidone, perphenazine, atomoxetine, (S)-metoprolol, and (R)-metoprolol were estimated and the predicted fold-increases in victim drug AUC were five-, six-, five-, six-, four-, and sixfold, respectively. These predictions are in reasonable agreement with observed data but the incorporation of in vitro microsomal binding was essential for good predictive accuracy.

Quantitative prediction of irreversible inhibition at the level of the gut wall remains challenging because of the added uncertainty in the effective inhibitor concentration at this site. For strong inhibitors, it is reasonable to assume complete inhibition of gut wall CYP3A, and this was useful in predicting the interactions between verapamil and midazolam (37). However, a model that successfully predicted the grapefruit juice–felodipine interaction at the gut wall has been described and used to recommend consumption strategies for minimizing the severity of the interaction, although prospective evaluations of the predictions were not described (125).

An attractive strategy for predicting the clinical significance of irreversible inhibition is to use human hepatocytes wherein the "natural" turnover of enzymes might be preserved and in vivo cellular concentrations of inhibitors and metabolites would be achieved. Zhao et al. demonstrated time-dependent inactivation of CYP3A in cryopreserved hepatocytes for amprenavir, diltiazem, erythromycin, raloxifene, and TAO (126). Except for TAO, significant differences in inactivation efficiency potency between hepatocytes and HLMs were
noted; hepatocytes experienced greater inactivation for raloxifene, amprenavir, and erythromycin (observed IC50 values were 6.2-, 55-, and 7.8-fold higher, respectively, than HLMs), whereas diltiazem caused fourfold less inactivation in hepatocytes compared with HLMs. However, using cultured primary human hepatocytes, McGinity et al. found that for tienilic acid (CYP2C9), erythromycin, TAO, and fluoxetine (CYP3A4), there was a good agreement between the $k_{\text{inact}}$ and $K_i$ values derived using hepatocytes, cDNA-expressed CYPs, and HLMs (127).

**VIII. CONCLUSION**

Many drugs are mechanism-based inhibitors of CYP. This property could affect a drug’s own metabolism or the metabolism of coadministered drugs, which could lead to serious drug interactions. Even though in vitro $K_i$ values have been determined for a number of drugs and have been used to predict an in vivo interaction, the effect of mechanism-based inhibitors can be observed at in vivo concentrations below these $K_i$ values. This effect can be predicted if in vitro estimates of kinetic constants (e.g., $K_i$ and $k_{\text{inact}}$) for mechanism-based inhibitors are known. A theoretical basis and application have been presented that applies in vitro estimates of mechanism-based inhibitors to accurately predict in vivo drug interactions.
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I. INTRODUCTION

Most mammalian cell membranes contain various transporter systems, which are effective in taking up a great number of endogenous and exogenous molecules that the cells need, or in extruding endogenous and exogenous molecules that the cells want to get rid of. In humans, some of these transporters also play a significant role in the processes of drug absorption, distribution, metabolism, and excretion (ADME) of drugs. With the great advance in molecular biology and biotechnology, many drug transporters have been identified and characterized over the last 10 years. Although the importance of the role of drug transporters in the processes of ADME is becoming well recognized, our understanding of their physiological function is still nascent. In spite of a large body of information on the kinetic characterization of transporters in cell culture models and heterologous expression systems, there are still large gaps in our knowledge about how to utilize the information obtained from in vitro studies to interpret the in vivo kinetic behavior of drugs and for developing new drug candidates that are absorbed, distributed, or excreted by means of transporters (1,2).
The in vivo function of a given drug transporter is influenced by many factors, including the local drug concentration in the vicinity of the transporter, the substrate affinity, and regional (tissue) expression level of the transporter. In addition, the cellular localization and transport direction of the transporter are also important factors that must be considered. Another factor that adds to the complexity of in vivo function of drug transporters is that they interplay with drug-metabolizing enzymes (3,4). It is well known that there is a striking overlap of substrate specificity between drug transporters and drug-metabolizing enzymes (1,2). Therefore, it is important to dissect the function of drug transporters from that of drug metabolizing enzymes when assessing drug interactions. Experimentally, it is very difficult to accurately differentiate the relative role of a particular transporter from drug-metabolizing enzymes or other transporters. The relative role of a given transporter that interplays with other transporters is further complicated by the fact that many drug transporters may not have yet surfaced. It is expected that many new drug transporters will continue to emerge in the future.

Although less frequently compared with the reported cases of cytochrome P450 (CYP)-mediated drug interactions, transporter-mediated drug interactions have been reported in animals and humans. Unlike the CYP-mediated drug interactions, which can be readily defined by inhibition or induction of CYP enzymes, the examples of transporter-mediated drug interactions are often less conclusive (5–7). In many cases, transporter-mediated interactions are postulated on the basis of circumstantial evidence. Sometimes they are referred to as transporter-mediated drug interactions because they cannot be explained by CYP inhibition or induction. Owing to the broad overlap in substrate specificity, many inhibitors and inducers can simultaneously affect both drug transporters and CYP enzymes. Therefore, care should be exercised when exploring the underlying mechanisms of drug interactions. The main purpose of this chapter is to explore the molecular mechanisms of drug interactions involving drug transporters. While the discussion will be focused predominantly on human data, examples from animal studies will also be used to assist in our understanding of the transporter-mediated drug interactions.

II. MOLECULAR MECHANISMS FOR TRANSPORTER INHIBITION AND INDUCTION

Although many so-called transporter-mediated drug interactions have been reported, assessment of the underlying mechanisms for these interactions is not as straightforward as was generally believed. In fact, there are many conflicting reports with regard to the interpretation of the underlying mechanisms for the so-called transporter-mediated drug interactions. There are many reasons for the conflicts in the data interpretation. Limited knowledge about the inhibition and induction of transporters at the molecular level is one of the major reasons. The
molecular mechanisms of inhibition and induction for most drug transporters are still not fully understood up to date.

A. Inhibition of Transporters

The inhibition of transporters does not always follow simple kinetics. Inhibition of drug transport by efflux transporter, P-glycoprotein (P-gp), an ATP-binding cassette (ABC) transporter, could potentially result from either the competition between drug and inhibitor on substrate-binding sites or ATP-binding sites or from the blockage of ATP hydrolysis. For example, verapamil inhibited the transport of other P-gp substrate in a competitive manner without interrupting the ATP hydrolysis process of P-gp, while vanadate interacted with the ATP-binding domains of P-gp without interacting with the substrate-binding sites. On the other hand, cyclosporin A inhibited transport function by interfering with both substrate recognition and ATP hydrolysis (8–10). These results suggest that P-gp contains multiple drug-binding sites. Recent studies by Loo et al. supported the notion of multiple drug-binding sites (11,12). They have shown that the drug-binding pocket of human P-gp is at the interface between transmembrane (TM) domains and can simultaneously bind two different drug substrates. In their so-called ‘‘substrate induced fit’’ model, they suggest that slight rotational and/or lateral movement in any TM segment could result in numerous permutations of residues contributing to the drug-binding site. A substrate would cause specific shifts in the different TM segments responsible for its binding (induced fit). Taken together, these results highlight the complexity of the competitive inhibition of P-gp by two drug substrates.

Although the competition of two substrates for the same P-gp normally results in an inhibitory effect on the P-gp-mediated transport of the substrates, stimulation of P-gp-mediated efflux transport has been reported in some cases. The P-gp-mediated doxorubicin efflux out of multidrug-resistant HCT-15 colon cells was significantly increased by some flavonoids (13). Similarly, rhodamine 123 and Hoechst 33342 stimulated the rate of P-gp-mediated transport of each other in P-gp-enriched plasma membrane vesicles isolated from Chinese hamster ovary CHRB30 cells (14). Interestingly, Hoechst 33342 transport was increased by daunorubicin and doxorubicin, while rhodamine 123 transport was inhibited by daunorubicin and doxorubicin (14). These results strongly suggest that molecular mechanisms of P-gp interaction are quite complex and cannot be predicted readily.

Complex inhibition and stimulation patterns have also been reported for another ABC efflux transporter, multidrug resistance-related protein 2 (MRP2). In vitro studies with MRP2-enriched membrane vesicles revealed that probenecid strongly inhibited the transport of methotrexate, but stimulated the transport of estradiol-17β-D-glucuronide (E217βG) (15). Similarly, furosemide inhibited the MRP2 transport of N-ethylmaleimide glutathione conjugate, but stimulated the transport of E217βG (16). With these results, the investigators suggest that MRP2 contains two drug-binding sites—one site from which substrate is transported and
a second site that allosterically regulates the affinity of the transport site for the substrate (16). Similar to efflux transporters, the inhibition of influx transporters also does not always follow simple kinetics. Transport of estrone-3-sulfate by organic anion transporting polypeptide 2B1 (OATP2B1) and organic anion transporting polypeptide 1B1 (OATP1B1) followed single- and biphasic-saturation kinetics, respectively. Uptake of estrone-3-sulfate by OATP2B1 was inhibited by sulfate conjugates but not by glucuronide conjugates, whereas its uptake by OATP1B1 was inhibited by both types of conjugates (17).

For the ABC efflux transporters, the transport from the cells can take place against a steep concentration gradient in an active and ATP-dependent manner. Therefore, depletion of ATP can result in a decrease in the functional activity of the ABC transporters. Pluronic block copolymer P85 (P85) inhibited P-gp, MRP1, and MRP2 transport activity by depleting intracellular ATP and inhibiting ATPase activity (18). Interestingly, the effect of P85 on P-gp ATPase activity was considerably greater compared with the effects on MRP1 and MRP2 ATPase activity. In parallel with the effect on ATPase activity, P85 also had a greater inhibitory effect on the P-gp transport compared with the MRP transport (18). It is also of interest to note that a striking difference between P-gp- and MRP-mediated ATP hydrolysis appears to be related to their structural difference in ATP-binding sites. Two ATP sites of P-gp are essentially symmetrical, while those of MRP transporters do not appear to be symmetrical (19,20). These results suggest that the symmetry of ATP-binding sites of P-gp appears to be more sensitive to the changes of the ATP levels as compared with the asymmetrical ATP-binding sites of MRP transporters.

Because of the complexity, it is difficult to predict the magnitude of drug interactions via transporter inhibition when transporter substrates and inhibitors are given simultaneously. This complexity can be further exacerbated by recent findings that inhibition of the transport of a substrate could result from alterations in the so-called transporter trafficking/sorting processes of endocytic retrieval and exocytic insertion of transporters between the apical membrane and intracellular pools of vesicles caused by a second substrate (21,22). For example, E217bG induced endocytic internalization of rat Mrp2, which occurred in parallel with decreased bile flow and Mrp2 transport activity (23). Confocal analysis demonstrated endocytic retrieval of Mrp2 from the canalicular membrane into pericanalicular domains after intravenous administration of E217bG (15 μmol/kg) to rats (23). Although drug interactions caused by alterations in transporter trafficking/sorting between membranes and intracellular pools have not been demonstrated, it is conceivable that this type of drug interaction could occur in vivo.

### B. Induction of Transporters

Like some of the CYP isozymes, the expression of some transporters is inducible. Induction of the expression of transporters in response to chemical inducers has been primarily studied in the in vitro models using cell lines derived from animals
and humans. Rifampicin significantly induced the mRNA and protein levels of pig P-gp and MRP2 in LLC-K1 cells derived from pig kidney (24). Consistent with the increase in the protein levels of P-gp and MRP2, the intracellular uptake of doxorubicin (a substrate for both P-gp and MRP2) was reduced in the rifampicin pretreated cells. Induction of human P-gp and MRP2 by rifampicin or other inducing agents in the human colon carcinoma cell lines has also been reported (25,26). The induction of P-gp and MRP2 by rifampicin is believed to be mediated by the orphan nuclear receptor, pregnane X receptor (PXR). It has been demonstrated that induction of human P-gp is mediated by a DR4 motif in the upstream enhancer of MDR1 gene at about –8 kbp (thousand base pairs), to which PXR binds (25). Similarly, an element at 440 bp upstream of the transcription initiation site of rat Mrp2 has been identified (27). PXR binds with high affinity to this element as heterodimers with the retinoid X receptor (RXR).

Induction of P-gp by rifampicin has also been reported in vivo in humans. In a clinical study, duodenal biopsies were obtained and the duodenal P-gp contents in healthy volunteers were determined before and after oral administration of rifampicin at 600 mg/day for nine days (28). Treatment with rifampicin resulted in a significantly increased expression of duodenal P-gp content by 4.2-fold. In another clinical study, treatment with rifampicin at 600 mg/day for 10 days resulted in a 3.5-fold increase in intestinal P-gp in health volunteers (29). Similarly, induction of intestinal MRP2 by rifampicin (600 mg/day for 9 days) has been reported in humans. In a clinical study with 16 healthy volunteers, rifampicin induced duodenal MRP2 mRNA in 14 out of 16 individuals, while MRP2 protein was significantly induced by rifampicin in 10 out of 16 subjects (30). Interestingly, St. John’s wort, a known PXR activator, also induces the expression of P-gp and MRP2 in animals and humans (31,32).

In vitro and in vivo studies have demonstrated that dexamethasone, a ligand of the glucocorticoid receptor (GR), induces the expression of P-gp in vitro, suggesting the involvement of GR in P-gp induction. Dexamethasone significantly induced P-gp expression in rat hepatocytes (33). Consistent with in vitro observations, pretreatment of rats with dexamethasone (oral dose at 40 mg/kg/day for 3 days) resulted in significant increases in both intestinal and hepatic P-gp expression level by approximately two- to threefold (34). Dexamethasone is also a potent inducer of Mrp2 expression at mRNA and protein levels in rat hepatocytes (35). Induction of rat Mrp2 by dexamethasone suggests the involvement of GR, which is in line with the identification of several glucocorticoid-responding elements in the promoter region of the Mrp2 gene (36). Although it is generally believed that GR is involved in the regulation of P-gp and Mrp2, there are conflicting reports regarding the inductive effect of dexamethasone on these two transporters. In a study with rat hepatocytes, Courtois et al. have shown that dexamethasone downregulated the expression of P-gp mRNA, while it markedly upregulated the expression of Mrp2 mRNA (37). Because the dexamethasone-mediated induction of rat Mrp2 was not inhibited by the ant glucocorticoid RU486, the investigators concluded that dexamethasone induced Mrp2 expression...
in rat hepatocytes through a mechanism that seems not to involve the classical GR pathway (37). The reason for these discrepancies is not clear at the present time.

Induction has also been demonstrated for breast cancer resistance protein (BCRP) and OATP2. In a study, wild-type [PXR(+/+)] and PXR-null [PXR(−/−)] C57BL/6 mice were treated with 2-acetylamino-fluorene (2-AAF), a PXR activator, up to 150 mg/kg/day for seven days. Hepatic expression of both Oatp2 and BCRP in PXR(+/+) mice was increased in a dose-dependent manner following the treatment with 2-AAF, but not PXR-null mice (38). These results suggest the involvement of PXR in the induction of Oatp2 and BCRP transporters. In addition to PXR, induction of BCRP may also involve the aryl hydrocarbon receptor (AhR). 2,3,7,8-Tetrachlorodibenzop-dioxin, a potent AhR agonist, significantly increased both mRNA and protein levels of BCRP in Caco-2 cells (39). On the other hand, phenobarbital treatment at 80 mg/kg per day for five days increased expression of Oatp2 more than twofold on both mRNA and protein in rats, suggesting the possible involvement of constitutive androstane receptor (CAR) in the induction of Oatp2 in rats (40).

III. TRANSPORTER-MEDIATED DRUG INTERACTIONS

As mentioned earlier, the underlying mechanisms for many of the transporter-mediated interactions are not fully understood and remain elusive at the present time. With the limited knowledge on the molecular mechanisms of transporter-mediated interaction and the fact that many inhibitors and inducers can simultaneously affect both drug transporters and CYP enzymes, it is difficult to quantitatively differentiate transporter-mediated interactions from CYP-mediated interactions. From the literature, it becomes clear that evidence of transporter-mediated drug interactions, with few exceptions, is often indirectly derived from in vitro transport studies with cellular culture models and heterologous expression systems.

A. Direct Evidence

Perhaps the most compelling clinical evidence of a transporter-mediated drug interaction is obtained from drugs that are eliminated predominately by drug transporters. The digoxin-valsapadar interaction is a good example. As shown in Table 1, coadministration of a single 400-mg dose of valsapadar (PSC833) caused an average 75% increase in the steady-state digoxin AUC (area under the curve) and a 62% decrease in renal clearance in healthy volunteers after chronic dosing with digoxin for seven days (41). Because digoxin, a good P-gp substrate, is exclusively eliminated in humans by renal excretion with minimal metabolism and PSC833 is known to be a potent and specific inhibitor of P-gp, it is most likely that P-gp inhibition caused digoxin-valsapadar interaction. In another clinical study, coadministration of verapamil caused an increase in the systemic
exposure of digoxin in humans in a dose-dependent manner. A daily dose of 160-mg verapamil caused a 40% increase in digoxin plasma concentrations, while a daily dose of 240-mg verapamil increased the digoxin plasma concentrations by 60–80% (42). Verapamil is also known to be a potent P-gp inhibitor. Therefore, the digoxin-verapamil interaction is highly likely due to P-gp inhibition. Interaction of digoxin with other P-gp inhibitors, such as quinidine and dipyridamole, has also been reported (43,44). The values of IC$_{50}$ have been determined to be in the low micromolar range for PSC833, verapamil, quinidine, and dipyridamole, which are lower than the clinical concentrations of these inhibitors.

Talinolol, a good P-gp substrate, is eliminated from the body mainly by intestinal and renal excretion with minimal metabolism in humans. In a clinical study, a P-gp-mediated interaction between talinolol and verapamil has been reported (45). The inhibitory effect of verapamil on the intestinal secretion of talinolol was determined in six healthy volunteers by using the intestinal perfusion technique. While perfusing the small intestine with a verapamil-free solution, the mean intestinal secretion rate of talinolol was 4.0 $\mu$g/min after an intravenous dose of talinolol. The intestinal secretion rate decreased to 2.0 $\mu$g/min when a verapamil-containing solution was perfused (45). Similar to the clinical data, talinolol-verapamil interaction was also observed in rats. Coadministration of verapamil (4 mg/kg, PO) resulted in a 2.5- and 2.2-fold increase in the plasma oral AUC for S- and R-talinolol, respectively, after an oral dose of racemic talinolol in rats. On the other hand, after an intravenous dose of racemic talinolol, the inhibitory effect of verapamil on talinolol was less significant and there was only a 40% and 30% increase in AUC, respectively, for S- and R-talinolol (46). These results suggest that the larger increase in AUC of talinolol (~2- to 2.5-fold) after oral administration was likely due to the combination of an

### Table 1

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Digoxin alone</th>
<th>Digoxin + single-dose verapamil</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{max}}$ (hr)</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>$C_{\text{max}}$ (ng/mL)</td>
<td>1.01 ± 0.26</td>
<td>1.74 ± 0.51$^a$</td>
</tr>
<tr>
<td>AUC (ng·hr/mL)</td>
<td>8.8 ± 2.3</td>
<td>15.3 ± 3.5$^a$</td>
</tr>
<tr>
<td>CL$_{\text{R}}$ (L/hr)</td>
<td>6.5 ± 2.5</td>
<td>2.3 ± 1.1$^a$</td>
</tr>
</tbody>
</table>

Parameters are median values for $T_{\text{max}}$ and mean values ± SD for all others.

$^a_p = 0.0001$ compared to control values.

**Abbreviations:** $C_{\text{max}}$, maximum measured drug concentration; $T_{\text{max}}$, time to reach $C_{\text{max}}$; AUC, area under the concentration-time curve; CL$_{\text{R}}$, renal clearance.

**Source:** Adapted from Ref. 41.
increase in oral absorption and a decrease in intestinal secretion, while the smaller increase in AUC (30–40%) after intravenous dosing was attributed mainly to a decrease in intestinal secretion.

A major challenge in the therapeutic treatment of cancer is the so-called multidrug resistance to anticancer drugs. Because overexpression of P-gp has often been observed in tumor biopsies, it is believed that P-gp is one of the major factors responsible for the drug resistance, and inhibition of P-gp function may increase the sensitivity of cancer cells to anticancer drugs. The idea of reversing P-gp-mediated multidrug resistance has led to intensive efforts to develop potent P-gp inhibitors, such as PSC833 and GF120918. A significant increase in systemic exposures of paclitaxel (a P-gp substrate) in cancer patients was observed when used in combination with PSC833 or GF120918 (47,48). Similarly, both PSC833 and GF120918 caused an increase in systemic exposure of doxorubicin, a good P-gp substrate, associated with a decrease in doxorubicin clearance (49,50). It should be noted that although PSC833 and GF120918 are potent and specific P-gp inhibitors, their inhibitory activity against CYP enzymes is minimal. For example, the IC_{50} values for PSC833 to inhibit the functional activity of P-gp and CYP3A4 were 0.15 and 5 μM, respectively (51). Similarly, the IC_{50} values for LY-335979 (another potent and specific P-gp inhibitor) to inhibit the activity of P-gp transport and CYP3A4 were 0.024 and 5 μM, respectively (52). Taken together, it is clear that the drug interactions of paclitaxel and doxorubicin caused by PSC833 and GF120918 are likely due mainly to the inhibition of P-gp.

In addition to transporter inhibition, drug interactions caused by transporter induction have also been reported. Greiner et al. provided the most compelling evidence to date describing transporter induction as the cause of drug interactions (29). In a clinical study, the pharmacokinetics of digoxin before coadministration of rifampicin (600 mg/day for 10 days) was compared with those after rifampicin treatment in eight healthy volunteers. The plasma C_{max} and AUC of digoxin decreased from 5.4 ng/mL and 55 ng·hr/mL before rifampicin treatment to 2.6 ng/mL and 38 ng·hr/mL, respectively, after rifampicin treatment when the volunteers received a single dose of digoxin (Table 2). In this study, duodenal biopsies were obtained from each volunteer before and after administration of rifampicin. Rifampicin treatment increased intestinal P-gp content 3.5-fold, which correlated inversely with the oral AUC of digoxin. Taken together, these results strongly suggest that the digoxin-rifampicin interaction was mediated mainly by P-gp induction. This means that the decreased plasma concentration of digoxin during rifampicin treatment is caused by a combination of reduced bioavailability of digoxin as a result of P-gp induction. Similarly, administration of St. John’s wort extract (3 doses of 300 mg/day for 14 days) resulted in a 1.2-fold decrease in the plasma AUC after a single digoxin dose (0.5 mg) in healthy volunteers (31). Consistent with the decrease in the AUC of digoxin, treatment with the St. John’s wort extract resulted in a 1.4-fold increase
in the expression of duodenal P-gp. The decreased plasma AUC correlated reasonably well with an increased expression of intestinal P-gp.

The inductive effect of rifampicin on the pharmacokinetics of talinolol, which is eliminated from the body predominantly by renal and intestinal excretion with minimal metabolism (<1.5%), has been studied in normal volunteers (28). The bioavailability and oral plasma AUC of talinolol were decreased from 55% and 873 ng·hr/mL before rifampicin treatment to 35% and 565 ng·hr/mL, respectively, during rifampicin coadministration (600 mg/day for 9 days). On the other hand, the total clearance of talinolol was increased significantly by 30% after intravenous administration of the drug during rifampicin treatment. In addition, treatment with rifampicin resulted in a significant increase in the expression of duodenal P-gp content by about fourfold in these volunteers (28). The duodenal P-gp expression correlated significantly with the total clearance of talinolol. Since talinolol undergoes minimal metabolism, these results clearly demonstrated that the observed talinolol-rifampicin interaction was attributed mainly to a combination of a decrease in absorption and an increase in elimination via the induction of P-gp.

In conclusion, direct evidence of transporter-mediated drug interaction can be obtained relatively readily if a transporter substrate, such as digoxin or talinolol, undergoes minimal metabolism. In addition, transporter-mediated drug interactions can also be readily defined if potent and specific transporter inhibitors (or inducers), such as PSC833 and GF120918, are available.

B. Circumstantial Evidence

As aforementioned, the underlying mechanisms of many transporter-mediated drug interactions cannot be readily defined because of the interplay between drug
transporters and CYP enzymes. In many cases, a transporter-mediated drug interaction was postulated simply on the basis of circumstantial evidence. The cerivastatin-cyclosporine interaction is a good example. In a clinical study, plasma concentrations of cerivastatin were determined after oral administration of 0.2-mg single dose of cerivastatin to 12 kidney transplant recipients who were receiving cyclosporine treatment. The AUC of cerivastatin (36.2 ng·hr/mL) in the kidney transplant recipients treated with cyclosporine was about fourfold higher than that in healthy volunteers (9.5 ng·hr/ml) who received the same oral dose level of cerivastatin without cyclosporine, while the elimination half-life (2.5 vs. 3.0 hours) was almost identical in both groups (53). Cerivastatin, a cholesterol lowering drug, is eliminated predominantly by CYP2C8- and CYP3A4-mediated metabolism in humans. Because cerivastatin is known to be almost completely absorbed after oral administration and because the elimination half-life was unaffected by cyclosporine, these investigators suggested that the increased AUC observed in transplant patients cannot be explained by CYP inhibition caused by cyclosporine. Together with the observation that the volume of distribution ($V_c/F$) appeared to be lower in the transplant patients compared with that in normal volunteers, they concluded that the cerivastatin-cyclosporine interaction is transporter mediated because of the inhibition of liver transport processes of cerivastatin by cyclosporine (53). Unfortunately, their conclusion is based on speculation without any supporting data.

To explore the underlying mechanisms for the cerivastatin-cyclosporine interaction, Shitara et al. (54) conducted a series of experiments. Their in vitro studies with human liver microsomes revealed that cyclosporine was not a potent inhibitor for cerivastatin metabolism with an $IC_{50}$ greater than 50 $\mu$M. In contrast, studies with human hepatocytes suggested that cyclosporine was a potent inhibitor of cerivastatin (a substrate of OATP1B1) hepatic uptake with a $K_i$ value of 0.3 $\mu$M. Similarly, cyclosporine was shown to inhibit the uptake of cerivastatin into the OATP1B1/MRP2 double-transfected MDCK cells with a $K_i$ value of 0.2 $\mu$M (54). Taken together, Shitara et al. concluded that the cerivastatin-cyclosporine interaction was mainly due to inhibition of the hepatic uptake transporter, OATP1B1. However, when taking the peak plasma concentrations of cyclosporine (~1$\mu$M) at clinical doses and its unbound fraction in plasma (~5%) into consideration, the increase in the AUC of cerivastatin would be expected only to be moderate. Therefore, a fourfold increase in the AUC of cerivastatin cannot be explained by the inhibition of OATP1B1 alone. This argument is further supported by the observation that coadministration with cyclosporine only caused a modest increase in the plasma AUC of pravastatin (<1.5-fold), a good OATP1B1 substrate with minimal metabolism, in transplant patients (55).

In another clinical study, coadministration with gemfibrozil increased the plasma $C_{max}$ and AUC of cerivastatin by three- and fivefold, respectively, in healthy volunteers (56). The $C_{max}$ and AUC were 3.2 ng/mL and 20.9 ng·hr/mL, respectively, in the placebo phase and the corresponding values were 8 ng/mL
and 91 ng·hr/mL in the gemfibrozil phase. Shitara et al. conducted in vitro metabolic and transport studies to explore the possible underlying mechanism for the cerivastatin-gemfibrozil interaction (57). Although OATP1B1 is known to be involved in the hepatic uptake of cerivastatin, gemfibrozil and its major O-glucuronide metabolite are not potent OATP1B1 inhibitors. The IC\(_{50}\) values for gemfibrozil and its O-glucuronide to inhibit OATP1B1-mediated uptake of cerivastatin were 72 and 24 \(\mu\)M, respectively. Because of the low inhibitory activity of gemfibrozil against OATP1B1, these investigators concluded that the interaction between gemfibrozil and cerivastatin was mainly due to the inhibition of CYP2C8-mediated metabolism, rather than the inhibition of OATP1B1-mediated transport. However, even for the CYP2C8-mediated metabolism of cerivastatin, gemfibrozil and its glucuronide are not potent inhibitors, the IC\(_{50}\) values for gemfibrozil and its O-glucuronide being 28 and 4 \(\mu\)M, respectively. Taking the plasma protein binding of gemfibrozil (>97%) into consideration, the unbound plasma concentrations of gemfibrozole and its glucuronide are expected lower than the IC\(_{50}\). Therefore, the conclusion that the cerivastatin-gemfibrozil interaction is mainly due to the inhibition of CYP2C8-mediated metabolism is questionable.

A significant increase in plasma concentrations of pravastatin has also been reported when coadministered with gemfibrozil (58). Gemfibrozil increased the mean plasma AUC of pravastatin by twofold—from 139 ng·hr/mL in the absence of gemfibrozil to 281 ng·hr/mL in the presence of gemfibrozil. In parallel with a twofold increase in the AUC, there was a twofold decrease in the renal clearance of pravastatin from 417 mL/min to 233 mL/min. After intravenous administration of radiolabeled pravastatin to healthy volunteers, approximately 47% of total body clearance was via renal excretion and 53% by nonrenal routes, namely biliary excretion (59). Since gemfibrozil reduced the renal clearance of pravastatin by twofold, it is clear that the pravastatin-gemfibrozil interaction is due at least partly to the inhibition of renal transporters. However, the identities of the renal transporters have not been well characterized. In addition, gemfibrozil could also inhibit the hepatic transporters of pravastatin since biliary excretion is also a major route of pravastatin elimination. At least two transporters, OATP1B1 and MRP2, are known to be involved in the hepatobiliary elimination of pravastatin. Although gemfibrozil is not a potent inhibitor of OATP1B1 (57), there is no information regarding the inhibitory effect of gemfibrozil on MRP2 and other hepatic transporters. Therefore, the underlying mechanisms for the pravastatin-gemfibrozil interaction are still not fully understood.

Ambiguity also exists in the interpretation of the underlying mechanisms for the fexofenadine-rifampicin interaction. Pretreatment of rifampicin significantly decreased the systemic exposure of fexofenadine (a good P-gp substrate) in healthy volunteers (60). The \(C_{\text{max}}\) and AUC of fexofenadine were decreased by two- and threefold, respectively, in volunteers after rifampicin treatment (600 mg/day for 6 days). On the basis of the assumption that fexofenadine
undergoes minimal metabolism in humans, the investigators concluded that the decreased plasma concentrations were the result of a reduced bioavailability caused by induction of intestinal P-gp. The assumption that fexofenadine is metabolized only to a minor extent in humans came originally from an abstract (61). In the abstract, it was stated that approximately 80% and 11% of an oral dose of $^{14}$Cfexofenadine was recovered in the feces and urine, respectively, in a mass balance study in humans. Because MDL4829, the major metabolite of fexofenadine, accounted for about 20–30% of the radioactivity in urine (2–3% of the dose), it was concluded that fexofenadine is subject to minimal metabolism. However, it is unknown if the fecal component represents unabsorbed drug or the result of biliary and intestinal excretion. Moreover, information on the metabolite profiles in feces was not available. If the fraction of fexofenadine absorbed from the intestine is low (in the range of 10%) or if metabolites account for a significant fraction of radioactivity in the feces, the assumption that fexofenadine is subject to minimal metabolism in humans may not be valid. Therefore, it is possible that the observed fexofenadine-rifampicin interaction could be attributed to a combination of both CYP and P-gp induction. In addition, it has been demonstrated that organic anion transporting polypeptide (OATP1A2) is involved in the hepatic uptake of fexofenadine (62). It is possible that rifampicin is able to induce hepatic OATP1A2, resulting in an increased elimination clearance of fexofenadine. Thus, the involvement of OATP1A2 in the hepatobiliary excretion of fexofenadine may further complicate the interpretation of the observed fexofenadine-rifampicin interaction.

Similarly, the interpretation of the mechanism of the grapefruit juice–fexofenadine interaction may not necessarily be reasonable. In a clinical study, grapefruit juice or water at a volume of “1200 mL” was ingested within three hour after oral administration of 120-mg fexofenadine in a crossover study in 10 healthy subjects (63). Grapefruit juice decreased the plasma AUC of fexofenadine by approximately 2.5-fold compared with the corresponding volume of water. On the basis of the information that grapefruit juice inhibited the OATP1A2-mediated uptake in HeLa cells, these investigators concluded that the grapefruit juice–fexofenadine interaction was mainly due to the inhibition of OATP1A2 in the intestine (63). However, it should be noted that OATP1A2 is expressed at a very low level in the small intestine. In addition, it is still not known where OATP1A2 is located, either at the luminal or at the basolateral surface of intestinal epithelia cells (4). Recently, Satoh et al. (64) have shown that grapefruit juice significantly inhibited the uptake of substrates by human OATP2B1, which is highly expressed in the small intestine. In this regard, it is not known whether fexofenadine is a substrate for OATP2B1. Even though a direct inhibitory effect by grapefruit juice on intestinal OATP transporter(s) may partly explain the interaction, other mechanisms need to be considered. Ingestion of such an unusually large volume of grapefruit juice (1200 mL within 3 hour after drug dosing) may alter intestinal pH, osmolarity, gastric emptying time, and intestinal transit time of fexofenadine. Therefore, it is arguable that changes in
gastrointestinal physiology may have indirect effects on the oral absorption of fexofenadine.

Because of the possible effects of the large volume of grapefruit juice on the gastrointestinal physiology, these investigators subsequently conducted a clinical study to evaluate the inhibitory effect of grapefruit juice on the absorption kinetics of fexofenadine at a more reasonable volume (300 mL) of grapefruit juice (65). The mean AUC value of fexofenadine decreased from 2167 ng·hr/mL after ingestion of 300 mL water to 1379 ng·hr/mL after 300 mL grapefruit juice. Interestingly, ingestion of grapefruit juice at 300 mL caused a much smaller decrease, approximately 30%, in the AUC of fexofenadine compared with a 2.5-fold decrease after ingestion of a large volume (1200 mL) of grapefruit juice (65). These results support the argument that a large volume of grapefruit juice could cause significant changes in gastrointestinal physiology and thereby complicate data interpretation.

Many HIV protease inhibitors are known to be good substrates for both CYP3A4 and P-glycoprotein (66). Ketoconazole is a potent inhibitor not only for CYP3A4 but also for human P-gp. The $K_i$ value of ketoconazole to inhibit the metabolism of midazolam in human liver microsomes was determined to be 0.015 μM (67). The $IC_{50}$ value of ketoconazole to inhibit digoxin transport in Caco-2 cells was determined to be 1.4 μM (52). An interaction between ketoconazole and HIV protease inhibitors, ritonavir and saquinavir, has been reported in AIDS patients (68). Coadministration of ketoconazole resulted in significant increases in the plasma and CSF concentration of ritonavir and saquinavir, while ketoconazole had little effect on the plasma protein binding of the drugs. These results suggest that ketoconazole inhibits the functional activity of both CYP3A4 and P-gp in humans. The ratio of CSF drug concentration to plasma unbound drug concentration ($C_u$) for saquinavir and ritonavir was increased from 0.06 and 0.09, respectively, in the absence of ketoconazole to 0.35 and 0.26 with ketoconazole treatment (68).

The CSF/$C_u$ ratio of much less than unity is consistent with the notion that ritonavir and saquinavir are good P-gp substrates. If ketoconazole only inhibits CYP3A4 and does not alter the distribution of the drugs across the brain, the increase in plasma concentrations of ritonavir and saquinavir is expected to cause a proportional increase in CSF concentrations, meaning a relatively constant CSF/$C_u$ concentration ratio of the drugs before and after treatment with ketoconazole. A three- to fivefold increase in the CSF/$C_u$ concentration ratios indicated that the increase in CSF concentration was more than proportional to the increase in $C_u$. These results strongly suggest that ketoconazole may also have a significant effect on the function of P-gp. Similar observations were also observed for the interaction between ketoconazole and nelfinavir, an HIV protease inhibitor, which is eliminated predominantly by CYP3A enzymes, in mice. Coadministration of ketoconazole (50 mg/kg, IV) caused an eightfold increase in brain levels of nelfinavir and a threefold increase in plasma concentrations in mdr1a(+/+) mice (52). Since nelfinavir is a good P-gp substrate, the greater
increase in brain concentration compared with plasma concentration strongly suggests the inhibition of P-gp in the BBB. However, it is important to emphasize that it is still quite difficult to quantitatively estimate the relative contribution of the inhibition of CYP3A and P-gp to overall interactions, even in animal studies.

The involvement of both CYP3A4 and P-gp in drug interactions has also been reported for the rifampicin-cyclosporine interaction (69). The pharmacokinetics of cyclosporine were studied in six healthy volunteers after oral and intravenous administration of the drug before and after rifampicin pretreatment (600 mg/day for 11 days). Blood clearance of cyclosporine increased from 5 mL/min/kg before rifampicin treatment to 7 mL/min/kg during rifampicin treatment, while the bioavailability decreased from 27% before rifampicin treatment to 10% after rifampicin treatment. Rifampicin not only increased the elimination clearance of cyclosporine but also decreased its bioavailability to a greater extent than would have been predicted by the increased clearance. Because cyclosporine is a good substrate for both CYP3A4 and P-gp and rifampicin can induce both the expression of CYP3A4 and P-gp, the increased clearance and decreased bioavailability of cyclosporine during rifampicin treatment is most likely due to a combination of CYP3A4 and P-gp induction. Although attempts have been made to estimate the relative contribution of CYP3A4 and P-gp to the overall interaction (70), there is still no simple way by which this can be quantified, because of the complexity of the interplay between intestinal and hepatic CYP3A4 and P-gp.

As the examples cited above indicate, many clinical drug interactions have been considered to be mediated by inhibition or induction of transporters based only on circumstantial evidence. Because of the lack of potent and specific inhibitors for each transporter, it is difficult to accurately assess the relative contributions CYP enzymes and transporters in drug absorption and excretion. The mechanisms become even more complex when multiple CYP enzymes and drug transporters are involved in the processes of drug absorption and excretion. Therefore, care should be taken when exploring the underlying mechanism of drug interactions.

IV. CLINICAL IMPLICATIONS OF TRANSPORTER-MEDIATED DRUG INTERACTIONS

An important question that is often asked is how significant the transporter-mediated drug interactions would likely be in clinical settings. It is of interest to note that the magnitude of changes in plasma concentrations of drugs caused by transporter-mediated interactions is generally much smaller than that by CYP-mediated drug interactions. As shown in Table 1, coadministration of valspodar (PSC833), a potent P-gp inhibitor, caused only a 75% increase in the plasma AUC of digoxin. In contrast, coadministration of ketoconazole, a potent CYP3A4 inhibitor, caused a 16-fold increase in the AUC of midazolam in healthy
Transporter-Mediated Drug Interactions

Table 3  Effect of Ketoconazole (400 mg PO) on the Absorption Kinetics of Midazolam (7.5 mg PO) in Healthy Volunteers

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Midazolam alone</th>
<th>Midazolam + ketoconazole</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{max}}$ (hr)</td>
<td>1.3 ± 0.4</td>
<td>2.5 ± 0.5&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>$C_{\text{max}}$ (ng/mL)</td>
<td>22 ± 6</td>
<td>90 ± 7&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>AUC (ng·hr/mL)</td>
<td>65.0 ± 10.0</td>
<td>1033 ± 100&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>$t_{1/2}$ (hr)</td>
<td>2.8 ± 0.6</td>
<td>8.7 ± 1.0&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

Mean values ± SD for all parameters.
<sup>a</sup>p < 0.05 compared to control.
<sup>b</sup>p < 0.001 compared to control.
<sup>c</sup>p < 0.005 compared to control.

Abbreviations: $C_{\text{max}}$, maximum measured drug concentration; $T_{\text{max}}$, time to reach $C_{\text{max}}$; AUC, area under the concentration-time curve; $t_{1/2}$, terminal half-life.

Source: Adapted from Ref. 71.

Table 4  Effect of Rifampicin (600 mg/day for 10 days) on the Absorption Kinetics of Midazolam (15 mg PO) in Healthy Volunteers

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Midazolam alone</th>
<th>Midazolam + rifampicin</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{max}}$ (hr)</td>
<td>1</td>
<td>1.25</td>
</tr>
<tr>
<td>$C_{\text{max}}$ (ng/mL)</td>
<td>55 ± 4</td>
<td>3.5 ± 0.7&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>AUC (ng·hr/mL)</td>
<td>170.0 ± 13.3</td>
<td>7.0 ± 0.8&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>$t_{1/2}$ (hr)</td>
<td>3.1 ± 0.2</td>
<td>1.3 ± 0.2&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

Parameters are median values for $T_{\text{max}}$ and mean values ± SD for all others.
<sup>a</sup>p < 0.001 compared to control.

Abbreviations: $C_{\text{max}}$, maximum measured drug concentration; $T_{\text{max}}$, time to reach $C_{\text{max}}$; AUC, area under the concentration-time curve; $t_{1/2}$, terminal half-life.

Source: Adapted from Ref. 72.

volunteers (71). The AUC of midazolam increased from 65 ng·hr/mL in the absence of ketoconazole to 1033 ng·hr/mL in the presence of ketoconazole (Table 3). Similarly, pretreatment with rifampicin caused only a 30% decrease in the plasma AUC of digoxin (Table 2). However, pretreatment with rifampicin resulted in a 24-fold decrease in the AUC of midazolam in normal subjects (72). The AUC of midazolam decreased from 170 ng·hr/mL before rifampicin treatment to 7.0 µM·min/mL during rifampicin treatment (Table 4). It should be noted that midazolam is eliminated in humans exclusively by CYP3A4-mediated metabolism and that it is not a P-gp substrate. Conversely, digoxin is a good P-gp substrate, but is not a CYP substrate in humans.

However, from animal studies it becomes evident that the changes in tissue (intracellular) concentrations of drugs caused by inhibition of transporters are
much greater than the corresponding changes in plasma concentrations. For example, coadministration of LY335979, a potent and specific P-gp inhibitor, caused a 37-fold increase in the brain concentrations of nelfinavir, but to only a twofold increase in plasma concentrations in wild-type mdr1a mice (52). Similarly, pretreatment with the potent P-gp inhibitor GF120918 led to a 13-fold increase in brain levels of amprenavir, but only a modest increase (2-fold) in plasma concentrations of amprenavir in mdr1a(+/+) mice (73). In another study, a 10-fold increase in brain concentrations of digoxin was observed, when PSC833 (50 mg/kg) was given orally to mdr1a(+/+) mice (74). Similar to the brain, the placenta is also very sensitive to P-gp inhibitors. Potent P-gp inhibitors, such as PSC833 and GF120918, were able to completely block the placental P-gp function in mice. The concentrations of digoxin and saquinavir in the wild-type [mdr1a/1b(+/+)] fetus were increased to levels that were comparable to that in the mdr1a/1b(−/−) fetus after oral coadministration of the P-gp inhibitors to heterozygous mothers (75). The notion that inhibition of transporters has a much greater impact on the distribution of drugs into tissues than on plasma concentrations is further supported by studies with transporter-deficient (transgenic) mice. For example, the digoxin concentration in brain were about 28-fold higher in mdr1a/1b(−/−) mice compared with those in wild-type mice, while there was only a 2.5-fold difference in plasma concentrations between mdr1a/1b(−/−) and wild-type mice (76). Similarly, the hepatic uptake of TEA was sixfold lower in Oct1 knockout mice (Oct1−/−) compared with the wild-type (Oct1+/+) mice, while there was only a slight difference in plasma concentration between (Oct1−/−) and wild-type mice following an intravenous administration of [14C]TEA at a dose of 0.2 mg/kg (77).

One important lesson learned from these animal studies is that transporter inhibition has a much greater impact on the tissue distribution of drugs, particularly with regard to the brain, than on the systemic exposure of drugs. Hence, the potential risk of transporter-mediated drug interactions might be underestimated if only plasma concentration is monitored. Therefore, one should carefully assess the potential risk of transporter-mediated drug interactions when potent transporter inhibitors are administered together.

V. CONCLUSION

Although the importance of drug transporters in the processes of drug ADME has been widely recognized, our understanding of their functional role in drug ADME is still at a very early stage due to the complexity of polarized expression of multiplicity of transporters. With recent advances in molecular biology and biotechnology, the number of documented transporters continues to grow in an exponential manner, although the majority of the newly identified transporters are still not fully characterized. Therefore, there is a long way to go before we can fully understand the physiological function of all the drug transporters and their interplay in relation to drug absorption and disposition.
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The molecular complexity of transporter inhibition and induction impairs our ability to predict the potential role of transporter-mediated drug-drug interactions, either in a quantitative or qualitative sense. In addition, the involvement of multiple transporters and CYP enzymes in drug absorption and disposition further complicates the interpretation of transporter-mediated drug interactions. Until the relative contribution of the role of transporters and CYP enzymes to overall drug interaction can be quantitatively estimated, care should be taken when exploring or interpreting the underlying mechanism of drug interactions. Another important lesson learned from animal studies is that transporter inhibition has a much greater impact on the tissue distribution of drugs, particularly with regard to the brain, than on the systemic exposure of drugs measured in plasma. The potential risk of transporter-mediated drug interactions might be underestimated if only plasma concentrations are monitored. Therefore, one should carefully assess the potential risk of transporter-mediated drug interactions when potent inhibitors of transporters are administrated.
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I. INTRODUCTION

It has become apparent that the most effective approach to decrease the interaction potential of a drug candidate is to address it during the earliest stages of drug development. Guidances were issued in 1997 and 1999 by regulatory agencies in the United States (1,2) and Europe (3), outlining the need for in vitro and in vivo studies for new chemical entities and the possibility of providing “class labeling.” Recently, a Web site (4) was released by the FDA with the current agency’s understanding of how to conduct drug-interaction studies and resulting labeling. Moreover, a new draft guidance, including additional discussions on emerging areas (transporters, nuclear receptors, etc.), is being finalized. For scientists in academia, regulatory agencies, and the pharmaceutical industry, building a drug interaction (DI) program requires rapid access to vast literature sets on metabolic isozymes, transporters, substrates, inducers, and inhibitors. That type of information is spread within a large body of literature that is relatively recent but expanding at a fast pace.

The Metabolic and Transport Drug Interaction Database (DIDB) (http://www.druginteractioninfo.org), developed by the Drug Interaction Prediction group at the University of Washington, includes one of the largest set of comprehensive
data pertaining to DIs in humans. The DIDB was designed to serve as a tool for researchers and clinicians interested in correlating in vitro and in vivo findings on interactions associated with metabolic enzymes (phase I and II) and transporters. A description of the database, examples of queries, and sample outputs are presented in this chapter.

II. DATABASE DESIGN AND CONTENT

An earlier version of the DIDB was described in Chapter 14 of the previous edition of this book (5). The new DIDB application launched in 2005 has a typical multitier architecture in a Microsoft® .NET environment. The back end is a Microsoft SQL Server 2000 and the current application is deployed on a Web farm. Currently, the database has data extracted from more than 6280 published articles (1966 to 2007) related to drug metabolism and DIs and 260 product labels (1998 to 2007). The use of the Web facilitates worldwide access as well as upgrades and updates; the DIDB is updated daily.

The unit of information is the original research article. Detailed records are generated from each research article, highlighting study results as well as experimental conditions; the data extracted from each article are structured in the database according to a defined hierarchy. For example, relevant information collected from in vitro studies pertain to the role of particular metabolic enzymes in the various metabolic pathways of substrates and the inhibition and induction spectra of drugs toward metabolic enzymes. Particular attention is paid to experimental conditions used in the determination of enzyme kinetic parameters, including $K_m$, $K_i$, $IC_{50}$, $K_I$, and $k_{inact}$. In vivo studies include pharmacokinetic studies with blood level measurements, pharmacokinetic-pharmacodynamic studies, as well as case reports. In addition to research articles, the DIDB team has built original excerpts from product label of recently approved drugs (1998–2007) in the United States, available from the FDA Web site (6).

III. EXAMPLES OF QUERIES AND OUTPUT

The DIDB search interface utilizes a list of queries. Queries are structured along intuitive themes such as drug, enzyme, therapeutic class, transporter, and thus allow the user to quickly select the appropriate queries without the need for extensive training. The eight sets of queries can be categorized into qualitative or quantitative queries as shown below:

**Qualitative:**

- **Drug**
  - Search by drug name, using generic names

- **Enzyme**
  - Search by enzyme name

- **Therapeutic class**
  - Search by therapeutic class

- **Transporters**
  - Search by transporter name

- **Other**
  - Search for articles using journal or author name. Search for side effects, pharmacodynamic effects, and more
Quantitative:

**Area under the curve (AUC)/Clearance (CL) changes**
Search for AUC and CL changes observed in DI studies

**In vitro parameters**
Search for parameters $K_m$ and $V_{max}$, $K_i$, IC$_{50}$, and $K_{I}$ and $k_{inact}$

**Pharmacokinetics**
Search for pharmacokinetic parameters of selected drugs

The only terminology specific to the DIDB pertains to drugs/compounds that appear as object or precipitant depending on their role in specific DI. **Object** refers to a compound that acts as the modified agent (i.e., substrate), and **precipitant** refers to a compound that acts as the causative agent. A precipitant can be an inhibitor, inducer, or activator, but may not have any effect.

The following section describes three examples of the use of DIDB, highlighting the three-step logic used to perform a search:

1. Defining the drug-drug interaction (DDI) issue (background and question)
2. Selecting the query (or queries) (data examined from different perspectives)
3. Analyzing the result output

**A. Example 1: Inhibitors of CYP2B6**

1. **Background**

Contrary to earlier beliefs, the role of CYP2B6 in drug metabolism has grown in recent years and progress has been achieved in characterizing in vivo and in vitro substrates and inhibitors, allowing further studies of this enzyme. CYP2B6 is expressed in 20–100% of the population and represents 3–5% of total hepatic CYP content (7). There is a wide (from 20- to 288-fold) individual variability in CYP2B6 protein expression and enzyme activity due to environmental factors and polymorphisms of the CYP2B6 gene (8,9). CYP2B6 is responsible for the metabolism of about 3% of drugs (10), and the interindividual difference in CYP2B6 catalytic capacity may result in variable systemic exposure of substrates, including the antineoplastics cyclophosphamide and ifosfamide (11), the antiretrovirals nevirapine (12) and efavirenz (13), the anesthetics propofol (14) and ketamine (15), and the anti-Parkinson agent selegiline (16). However, it remains difficult to evaluate the in vivo activity of CYP2B6 in humans because of the lack of specific substrates. When the in vitro biotransformation of bupropion to hydroxybupropion was studied in human liver microsomes and microsomes containing heterologously expressed human cytochromes P450 (CYP), hydroxybupropion formation was found to be mediated almost exclusively by CYP2B6 and was proposed as an index reaction to assess the activity of this isoform (17,18). In the September 2006 draft guidance on DIs, the FDA
recommended the use of efavirenz as a probe substrate to study CYP2B6 activity both in vivo and in vitro (4). In human liver microsomes, efavirenz undergoes hydroxylation to 8-hydroxyefavirenz (major in vivo) and 7-hydroxyefavirenz (minor) and secondary metabolism to 8,14-dihydroxyefavirenz. Correlation studies and incubation with specific inhibitors indicate that CYP2B6 is the principal catalyst of efavirenz sequential 8- and then 14-hydroxylation (13).

2. Question

Consider the case of a drug candidate for which in vitro studies indicate that it is a substrate of CYP2B6 and the user needs to identify usable in vivo inhibitors of this enzyme.

3. Appropriate Queries

A first query will address effective inhibitors in vivo of CYP2B6, using the specific probe substrate approach (probes substrates are drugs metabolized primarily by one enzyme that become useful tools for studying the inhibition/induction of that enzyme).

The query used is labeled “multiple objects” and is available under the section “Drug Queries” (Fig. 1). The objects used for the search are bupropion and efavirenz.

---

Figure 1 Drug query labeled “multiple objects” used to find in vivo inhibitors of CYP2B6. Display from the Metabolism and Transport Drug Interaction Database (http://www.druginteractioninfo.org, accessed October 2006).
4. Result Output

The display shown on Figure 2 has an alphabetical list of four precipitants (clopidogrel, erythromycin, ticlopidine, and levofloxacin) that have been evaluated with the substrates bupropion and efavirenz and which have shown more than 20% effect in in vivo inhibition. Each precipitant (inhibitor) in the list has its own folder containing more detailed information:

- Accession Number of the source article (matches PMID number); by clicking directly on this number, the full description of the article is retrieved (experimental conditions, results, design, etc.).
- Abstract of the article is visualized with the button.
- Reference PK parameters for the drug are retrieved by clicking on the button.

There are several options of displaying the results in a table and performing filter operations as well as exporting capabilities into Microsoft Excel or Microsoft Word.

Figure 2  List of precipitants evaluated with the substrates bupropion and efavirenz and which have shown more than 20% effect in in vivo inhibition. Display from the Metabolism and Transport Drug Interaction Database (http://www.druginteractioninfo.org, accessed October 2006).
5. Analyzing the Result

Examination of the extent of inhibitors associated with the four compounds identified above (clopidogrel, erythromycin, ticlopidine, and levofloxacin) shows that only clopidogrel and ticlopidine significantly inhibited the CYP2B6-catalyzed bupropion hydroxylation in vivo. Clopidogrel reduced the AUC ratio of hydroxybupropion/bupropion by 68%, while ticlopidine reduced it by 90%. The corresponding increases in AUC of bupropion were 60% and 85% with clopidogrel and ticlopidine, respectively (19). As a side note, the results of this query also indicate that based on the literature, efavirenz has not been extensively studied as an in vivo marker of CYP2B6. The product label indicates that the compounds examined for their inhibitory effects on efavirenz are: indinavir, lopinavir/rit, nelfinavir, saquinavir, azithromycin, clarithromycin, fluconazole, paroxetine, sertraline, ethinyl estradiol, famotidine, voriconazole, and cetirizine (20). Only ritonavir and voriconazole had noticeable effects: 21% and 44% increase in AUC, respectively. At present, it appears that the list of inhibitors that could be used in an in vivo DI program with the candidate CYP2B6 substrate includes clopidogrel and ticlopidine.

To ascertain those results, the user can examine in vitro inhibitors using the following enzyme query: *Find precipitants which inhibit CYP2B6 in vitro* (Fig. 3).

![Figure 3](http://www.druginteractioninfo.org)
6. Result Output

The result of this query, as shown in Figure 4, lists several compounds that had some inhibitory effects toward CYP2B6 in vitro as measured by the parameters $K_i$, IC$_{50}$, $K_I$, and $k_{inact}$ values. Display from the Metabolism and Transport Drug Interaction Database (http://www.druginteractioninfo.org, accessed October 2006).

7. Interpretation

Inhibitors obtained from in vitro data include a number of compounds with different selectivities and specificity toward this enzyme. Most of them have not been tested for their in vivo effects and some may also inhibit other enzymes (ticlopidine, fluvoxamine, miconazole, nefazodone, paroxetine, etc.). This query did not yield any additional inhibitors. A summary of substrates (including partial ones) and inhibitors is shown in Table 1 and indicates that clopidogrel and ticlopidine, whose effects have been well documented in vivo and in vitro, are effective inhibitors of CYP2B6 and can be used in an in vivo DI program.
**Table 1** Selected CYP2B6 Substrates and Inhibitors

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Inhibitors</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-Mephenytoin</td>
<td>Clopidogrel</td>
</tr>
<tr>
<td>S-Mepobarbital</td>
<td>Clotrimazole</td>
</tr>
<tr>
<td>3,4-Methylenedioxyamphetamine</td>
<td>Efavirenz</td>
</tr>
<tr>
<td>7-Benzoxoxyresorufin</td>
<td>Ethinyl estradiol</td>
</tr>
<tr>
<td>7-Ethoxy-4-trifluoromethylcoumarin</td>
<td>Fluvoxamine</td>
</tr>
<tr>
<td>7-Pentoxoxyresorufin</td>
<td>Glabridin</td>
</tr>
<tr>
<td>All-trans-retinoic acid</td>
<td>Lasofoxifene</td>
</tr>
<tr>
<td>Artemisinin</td>
<td>Memantine</td>
</tr>
<tr>
<td>β-Arteether</td>
<td>Methoxsalen</td>
</tr>
<tr>
<td>Bupropion</td>
<td>Metyrapone</td>
</tr>
<tr>
<td>Clotiazepam</td>
<td>Miconazole</td>
</tr>
<tr>
<td>Cyclophosphamide</td>
<td>Montelukast</td>
</tr>
<tr>
<td>DEX-bixglumide</td>
<td>Nefazodone</td>
</tr>
<tr>
<td>Ecstasy</td>
<td>Nelfinavir</td>
</tr>
<tr>
<td>Efavirenz</td>
<td>Norfluoxetine</td>
</tr>
<tr>
<td>z-Endosulfan</td>
<td>Orphenadrine</td>
</tr>
<tr>
<td>Fenproporex</td>
<td>Paroxetine</td>
</tr>
<tr>
<td>Ifosfamide</td>
<td>Phencyclidine</td>
</tr>
<tr>
<td>Ketamine</td>
<td>Phenethyl isothiocyanate</td>
</tr>
<tr>
<td>Levomethadyl</td>
<td>Ritonavir</td>
</tr>
<tr>
<td>Meperidine</td>
<td>Selegiline</td>
</tr>
<tr>
<td>Methadone</td>
<td>Sertraline</td>
</tr>
<tr>
<td>Mexiletine</td>
<td>Sulconazole</td>
</tr>
<tr>
<td>Nevirapine</td>
<td>Tamoxifen</td>
</tr>
<tr>
<td>Nicotine</td>
<td>Thiotepa</td>
</tr>
<tr>
<td>Plicamistat</td>
<td>Ticlopidine</td>
</tr>
<tr>
<td>Propofol</td>
<td>Tioconazole</td>
</tr>
<tr>
<td>Selegiline</td>
<td>Tranlycypromine</td>
</tr>
<tr>
<td>Tamoxifen</td>
<td>ε-Viniferin</td>
</tr>
<tr>
<td>Testosterone</td>
<td></td>
</tr>
<tr>
<td>Thiorpeta</td>
<td></td>
</tr>
<tr>
<td>Tramadol</td>
<td></td>
</tr>
</tbody>
</table>

*Substrates shown to be at least partially metabolized by CYP2B6.

*Bold:* Inhibitor tested in vivo and in vitro with bupropion or efavirenz.

*Italic:* In vitro Inhibitors with no effects in vivo on efavirenz.

---

**B. Example 2: CYP3A Classification of Inhibitors: Evaluation of Substrate Independence**

1. **Background**

A proposal of classification of CYP3A inhibitors was put forth, recently, in which the fold increase in AUC of a single oral dose of midazolam allows discrimination between strong, moderate, and weak inhibitors (21). A proposal
for an extension of the midazolam-based classification of CYP3A inhibitors is included in the September 2006 draft of FDA guidance for drug-drug interaction studies (4) based on the assumption that the midazolam-based classification is independent of the sensitive CYP3A substrate used [i.e. sensitive CYP3A substrate refers to a drug whose AUC increased fivefold or higher when coadministered with known CYP3A inhibitor (4)].

2. Question

Is the classification of an inhibitor independent of the sensitive CYP3A substrate used?

3. Appropriate Queries

Using the “Changes in AUC or CL” query shown in Figure 5 and the ability to select (1) multiple objects (in our example, midazolam and simvastatin) and (2) the inhibitors tested with BOTH drugs (intersection), the AUC changes of the substrates observed with shared inhibitors can be easily displayed.

Figure 5  Query labeled “% AUC or CL with Multiple Objects” used to retrieve the change in AUC of simvastatin and midazolam with shared inhibitors (operator AND will return only precipitants studied with BOTH objects selected). Display from the Metabolism and Transport Drug Interaction Database (http://www.druginteractioninfo.org, accessed October 2006).
4. Result Output

In the case of simvastatin and midazolam, nine shared inhibitors, tested at a comparable dose regimen, are available. The fold increases in the substrates’ AUC are summarized in Table 2 and show that the AUC ratios are consistently higher with simvastatin than midazolam for all nine inhibitors, suggesting a higher sensitivity to CYP3A inhibition for simvastatin [mean of AUC ratios of 1.67 (1.28–2.60)].

5. Interpretation

This approach can be easily reproduced with other CYP3A-sensitive substrates, such as buspirone, triazolam, and eplerenone, and yields quantitative examination of the relationship between these sensitive substrates and midazolam. This question was pursued in some depth by Ragueneau-Majlessi et al. (22) and showed that classification of inhibitors (five moderate and eight potent) was substrate independent in 74% to 83% of the instances. Exceptions pertained to buspirone and simvastatin that seemed to be systematically more sensitive than midazolam and saquinavir that appeared less sensitive (22). Furthermore, results of this analysis allow an extrapolation of the inhibitory effect of a compound from one probe to another avoiding a duplication of studies (i.e., effects of inhibitor on simvastatin calculated from its effect on midazolam).

IV. ONGOING DEVELOPMENTS

The DIDB is a tool that is constantly being optimized as a result of feedback from a large base of users, including requests for specific searches. These can be in the format of new queries or special reports tailored by the DIDB team. New features currently being developed include the following.

### Table 2  Fold Increases in AUC of Simvastatin and Midazolam Observed with Shared CYP3A Inhibitors

<table>
<thead>
<tr>
<th>Inhibitor</th>
<th>AUCi/AUCc SIM</th>
<th>AUCi/AUCc MID</th>
<th>Ratio SIM over MID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diltiazem</td>
<td>4.81</td>
<td>3.75</td>
<td>1.28</td>
</tr>
<tr>
<td>Erythromycin</td>
<td>6.21</td>
<td>3.81</td>
<td>1.63</td>
</tr>
<tr>
<td>Clarithromycin</td>
<td>9.96</td>
<td>7.00</td>
<td>1.42</td>
</tr>
<tr>
<td>Itraconazole</td>
<td>11.00</td>
<td>6.64</td>
<td>1.66</td>
</tr>
<tr>
<td>Verapamil</td>
<td>4.65</td>
<td>2.92</td>
<td>1.59</td>
</tr>
<tr>
<td>Cyclosporine</td>
<td>2.60</td>
<td>1.00</td>
<td>2.60</td>
</tr>
<tr>
<td>Telithromycin</td>
<td>8.51</td>
<td>6.11</td>
<td>1.39</td>
</tr>
<tr>
<td>Ketoconazole</td>
<td>12.552</td>
<td>9.51</td>
<td>1.32</td>
</tr>
<tr>
<td>GFJ double strength</td>
<td>13.50</td>
<td>5.93</td>
<td>2.28</td>
</tr>
<tr>
<td>GFJ regular strength</td>
<td>3.60</td>
<td>2.40</td>
<td>1.5</td>
</tr>
</tbody>
</table>

*AUCi is the AUC in presence of inhibitor and AUCc is the AUC control.*
A. Product Labels in Searchable Format

Until now, information on the DI profile of newly approved drugs (2000–2007), extracted from product labels was available as printable PDF summaries. The DIDB system has been recently modified to allow the inclusion of data from other sources such as DI studies described only in product labels and/or clinical reviews [both available from the FDA Web site (6)].

B. Information on Potential Risk for Drugs to Increase QTc Interval, Leading to Cardio Toxicity

In view of the clinical importance of the corrected Q–T interval (QTc) prolongation in drug development, the DIDB team has created a new set of data summarizing QTc effects of drugs. In addition, 150 publications already in the database were recently reviewed to highlight the articles with QTc measurement and cases of QTc prolongation. Case reports of torsades de pointes/ventricular fibrillation were also individualized for easy access by DIDB users.

C. In Vitro Data Related to Transporters

Transporter-based interactions have been increasingly documented. The DIDB currently includes a set of queries that allow retrieval of in vivo DI studies involving transporters such as P-glycoprotein (P-gp), organic anion transporting polypeptide (OATP), organic cation multidrug resistance-associated proteins (MRP), etc.; articles with in vitro basis supporting transporter-related DI will also be included in the next DIDB version.
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The discovery of cytochrome P450 (EC1.14.14.1, CYP) in the early 1960s resulted in an explosion of knowledge about the monooxygenase system that still continues today. However, even before this critical event, it was apparent that the oxidative metabolism of drugs often exhibits large interindividual variability; moreover, drug-metabolizing activity may be modulated by environmental, pathophysiological, and genetic factors (1). Research during the subsequent four decades has largely focused on determining the mechanisms involved in such variability and, in the case of drug metabolism in humans, its clinical significance and importance. In certain situations, genotyping with respect to the presence of allelic variants can be of some value in accounting for this interindividual variability, especially, if a strong genetic determinant is involved (2,3). However, even when genetic polymorphism is present, considerable variability is often present within a phenotypic group (2); moreover, genotyping cannot take into account the modulation of catalytic activity by environmental and disease-state factors. In vitro approaches using tissue preparations, e.g., liver microsomes and recombinant expressed enzymes, have considerable merit in this
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regard (see Chaps. 2, 3, and 7). However, the application of such invasive procedures to the clinical situation is obviously limited, especially when studying healthy subjects. Accordingly, so-called “noninvasive” procedures, utilizing readily available fluids, such as plasma and saliva, or excretions, such as urine and expired air, form the basis for measuring in vivo metabolizing ability. These measures are generally applied to two related types of experimental questions: What is the basal level of catalytic activity in an individual subject, i.e., phenotyping? What are the determinants of interindividual variability within or between populations, e.g., the effects of drug and environmental interactions, genetics, and disease states? The use of “model” compounds or, as currently termed, in vivo probes, has been extensively applied for these purposes since its conception some 30 years ago (4). This chapter considers the rationale, development, validation, and application of currently useful in vivo probes to assess the catalytic activity of specific human CYP isoforms in individual subjects.

I. ENDOGENOUS COMPOUNDS AS IN VIVO PROBES

By analogy to the use of creatinine clearance as an indicator of kidney function and the renal excretion of drugs, attempts have been made to identify an endogenous compound that could be used to assess drug-metabolizing activity. The plasma levels of γ-glutamyltransferase and bilirubin as markers of hepatic dysfunction and the urinary excretion of endogenous 6β-hydroxycortisol and D-glucaric acid have been sporadically investigated for this purpose over the years (5,6). With the exception of 6β-hydroxycortisol, these approaches have proven fruitless, but even the measurement of the hydroxysteroid’s excretion has limitations. 6β-Hydroxycortisol is a minor metabolite of cortisol that is subsequently excreted unchanged in the urine; changes in adrenal corticoid generation, rather than formation of the metabolite, are accounted for by expressing 6β-hydroxycortisol excretion relative to that of cortisol. A number of drugs, e.g., rifampin and anticonvulsant agents, increase the excretion of this metabolite, consistent with the induction of a CYP-mediated pathway (5,6). CYP3A appears to be the major enzyme involved in the formation of 6β-hydroxycortisol (7,8); therefore, it has been inferred that changes in the metabolite’s excretion reflect modulation of this isoform. Unfortunately, studies to investigate the relationship between 6β-hydroxycortisol excretion and the basal level of CYP3A activity using other in vivo probes, such as the erythromycin breath test and midazolam’s hydroxylation (see sec. VIII), have been consistently unsuccessful (9–12). Furthermore, troleandomycin—a mechanism-based inhibitor of CYP3A—was not found to consistently affect the urinary excretion of endogenous 6β-hydroxycortisol, despite the fact that erythromycin breath test was markedly affected by such pretreatment (9). Collectively, these data raise serious questions regarding the nature and interpretation of any measured increase in urinary 6β-hydroxycortisol excretion over its basal level. It does not appear to reflect hepatic CYP3A alone, and possibly the localization of the isoform in other organs such as the kidney and intestinal
epithelium may be contributory to 6β-hydroxycortisol’s overall urinary excretion (9,13). Regardless, the current status of this endogenous probe would appear to be limited to its use as a relatively nonspecific indicator of enhanced oxidative metabolism following pretreatment with a putative inducing agent (14–16). As such, any change in the 6β-hydroxycortisol:cortisol ratio requires further investigation with respect to the specific CYP isoform(s) affected, the magnitude of induction, and in the case of CYP3A, whether this occurs in the liver and/or the intestinal epithelium and possibly other extrahepatic tissues.

II. EXOGENOUS COMPOUNDS AS IN VIVO PROBES

A. Desirable Phenotypic Trait Characteristics

Beginning with the use of antipyrine (4), administration of a model drug to quantitatively assess oxidative drug-metabolizing activity has been an important experimental tool. A number of compounds have been investigated for this purpose. However, with the recognition that CYP is a multigene super family of related heme-thiolate proteins with separate but potentially overlapping substrate specificities, the goal in recent years has been to develop and use specific probe drugs for the individual isoforms. The major effort has focused on isoforms of the CYP1, CYP2, and CYP3 families, since in humans these appear to be responsible for the metabolism of most drugs and other xenobiotics.

Although the liver is the major organ involved in CYP-mediated drug metabolism, other tissues, including the intestinal epithelium, kidney, and additional organs, all have a similar potential, depending on the individual isoform. However, available in vivo probes provide a collective estimate of the measured catalytic function within the body. That is, assessment of activity by an individual organ is usually not possible, despite the fact that this may be critical to interpreting the phenotyping result. For example, it is not unreasonable to suggest that CYP2E1 and CYP2A6 localization within the lung is more important than the isoforms’ hepatic levels in lung carcinogenesis resulting from the metabolic activation of environmental chemicals. However, such a level of refinement is not currently possible.

Following administration of an in vivo probe, an experimental measure characterizing the enzyme’s functional activity is obtained. Ideally, this phenotypic trait should exclusively reflect the catalytic activity of a single pathway of metabolism mediated by the isoform of interest. In practice, evidence of such absolute specificity is difficult, if not impossible, to obtain in vivo, so the trait measure should be considered a primary, rather than an exclusive, reflection of the isoform’s activity. It is also desirable that the trait measure be sensitive to changes/differences in the enzyme’s catalytic activity produced, for example, by a drug interaction or a genetic factor. Unless this characteristic is present, small changes/differences in activity will not be recognized. Additionally, differences in enzyme activity should ideally result in a linear change in the phenotypic
value so that discrimination between values is readily interpretable. If other relationships are present, e.g., the rectangular hyperbola associated with debrisoquine’s urinary metabolic ratio (MR) used for phenotyping CYP2D6 activity (sec. VI), large differences in the trait value do not necessarily reflect comparable differences in catalytic activity. It also makes common sense and is esthetically more satisfying if the value of the trait measure increases with an increase in catalytic activity. From a practical standpoint, the phenotyping procedure and associated chemical analyses should be robust so that reliable and reproducible results are obtained regardless of the particular circumstances under which the testing is performed. This is especially important in the case of field studies, where a relatively sophisticated research environment and facilities may not be present, especially with regard to analysis of the biological sample. Also, from the perspective of the individual being phenotyped, it is important that the involved procedure be simple, rapid, and as noninvasive as possible. A further practical issue relates to the availability of the in vivo probe and its measured metabolite in the specific locale where the study is being conducted. Ideally, the in vivo probe should be available and approved for clinical use worldwide, and the phenotypic trait should not be affected by the particular dosage form used. In practice, regulatory factors sometimes limit the use of a specific in vivo probe; e.g., sparteine is not approved by the Food and Drug Administration in the United States and, therefore, has not been used for investigating CYP2D6 activity in that country.

B. Pharmacokinetic Basis of Phenotypic Traits

1. Plasma Clearance Values

The most appropriate and closest in vivo measure of an enzyme’s catalytic activity is a drug’s intrinsic clearance (CL_{int,u}) in terms of its unbound concentration in the plasma (17). At low drug concentrations relative to the enzyme’s K_{m} value, i.e., first-order conditions, this may be viewed as the ratio of the apparent V_{max} to the K_{m} value describing metabolism by an individual enzyme (see Chaps. 1 and 2). Intrinsic clearance associated with hepatic drug metabolism is closely reflected in a drug’s clearance following oral administration (CL_{o}) rather than by intravenous or any other route; moreover, this applies regardless of the rate-limiting process of hepatic clearance, i.e., intrinsic clearance or hepatic blood flow (17). In addition, any CYP-mediated metabolism occurring in the intestinal epithelium, e.g., CYP3A, is also reflected in the first-pass effect following an oral dose. Accordingly, the “gold standard” approach to estimating the level of metabolic activity of a drug-metabolizing enzyme is to express the ratio of the total area under the plasma concentration–time curve (AUC_{o}) for unbound drug to the administered oral dose (D_{o}) in order to provide an estimate of oral clearance (Eq. (1)). In practice, the fraction of the drug unbound in plasma (f_{u}) and any
changes/differences are rarely taken into account, but they may be a factor when
this parameter is altered. Thus, the estimated intrinsic clearance \( \text{CL}_o \) is generally
based on total drug concentrations.

\[
\frac{D_o}{\text{AUC}_o} = \text{CL}_o \sim \text{CL}_{\text{int}} = f_u \cdot \text{CL}_{\text{int},u}
\]  

(1)

If more than one metabolic pathway is present and several different enzymes are
involved, this must be taken into account by “partitioning” the intrinsic clearance
value according to the relative contributions of each enzyme/pathway (17,18).
This is generally accomplished by correcting the total oral clearance by the
fraction of the administered dose that is metabolized along the pathway of interest
\( f_{m1} \) on the basis of the total amount of the individual metabolite and any asso-
ciated secondary metabolites excreted in urine \( (A_{e,ml}, \text{ where } m1 \text{ represents a single
route of metabolism}) \) (Eq. (2)):

\[
\text{CL}_o = f_{m1} \cdot \text{CL}_o = \frac{A_{e,m1}}{D_o} \cdot \text{CL}_o
\]  

(2)

The major advantage of (fractional) oral clearance as a phenotypic trait is that its
value is linearly related to the enzyme’s catalytic activity, provided that first-order
conditions are present. This requirement, along with any safety considerations, is
the main reason the dose of an in vivo probe should be as low as possible,
consistent with analytical considerations. Furthermore, it is possible to directly
extrapolate this type of trait measure to the disposition of other drugs whose
metabolism is mediated by the measured enzyme and also to place the trait value
within a therapeutic context. On the other hand, estimation of oral clearance
requires multiple blood and urine collections, often over many hours, that are an
inconvenience for the study subject and require considerable amounts of analytical
time and effort. Because of this, simpler and less time-consuming approaches have
often been used. However, it is not always appreciated that such phenotyping tests
provide only an indirect measure of metabolizing activity and may be affected by
factors other than the enzyme’s intrinsic clearance. In addition, it is difficult to
relate an indirect trait measure to parameters that are of clinical importance, such
as the drug’s clearance.

2. Urinary MRs

Because urinary MR requires only a single measure involving the relative ex-
cretion of unchanged drug and metabolite, it is the commonest indirect approach
used for characterizing drug-metabolizing ability. It was first applied with
respect to debrisoquine in order to identify individuals with absent or low
CYP2D6 activity, i.e., poor metabolizers (PMs) (see sec. VLB). This type of trait
value expresses the ratio of the amount of unchanged drug, e.g., debrisoquine, to
that of metabolite formed by the isoform of interest, e.g., 4-hydroxydebrisoquine,
excreted in a fixed period, e.g., zero to eight hours, following administration of a
single oral dose of the in vivo probe. Such a ratio provides the greatest discrimination between PMs and extensive metabolizers (EMs), since impaired metabolism results in a large numerator and a small denominator that provide a multiplier effect. As a result, the higher the metabolic activity, the smaller the trait value, and the relationship is a rectangular hyperbola. More important is the fact that a urinary MR is an entirely empirical trait measure that reflects pharmacokinetic factors besides that of the enzyme’s intrinsic clearance, in particular, the renal clearance of the in vivo probe (18). In the case of debrisoquine, not only is this latter value relatively large but is time dependent, decreasing from a value approximating renal plasma flow to that of the glomerular filtration rate during the zero- to eight-hour urine collection period (19). An alternative approach for calculating a urinary MR is to express the amount of metabolite excreted over a fixed time period relative to the sum of this amount and that of unchanged drug (20,21). This relative recovery ratio (RR) approach, which is similar in form to the fractional urinary recovery of the metabolite, has the attraction that the trait value increases with increasing metabolic activity; however, its value also reflects the probe’s renal clearance (18). In addition, interpretation of such approaches is critically dependent on the completeness of the urine collection; an incomplete specimen will result in underestimation of metabolizing ability.

With certain drugs that have been used as in vivo probes, e.g., coumarin, chlorzoxazone, and mephenytoin, essentially no drug is excreted unchanged into the urine; thus, an MR approach cannot be used. In the case of mephenytoin (see sec. V.B.1), a ratio expressing the administered oral dose of \( S \)-mephenytoin to the amount of \( 4' \)-hydroxymephenytoin formed by CYP2C19 over a fixed period after dosing—the hydroxylation index (HI)—has been used to discriminate between PMs and EMs (22,23). This relationship is similar to the inverse of the urinary recovery of metabolite; therefore, the trait value reflects not only the intrinsic clearance of the isoform of interest but, in addition, the intrinsic clearance values associated with other metabolic pathways and enzymes (18). Finally, it must be recognized that in the presence of renal dysfunction, the validity of a urinary MR is highly questionable because of the trait value’s dependency on the renal clearance of the in vivo probe and/or its measured metabolite (24).

3. Plasma MRs

The urinary MR should provide similar information to that of the ratio of the plasma AUC values of the in vivo probe drug and metabolite over the collection time period, but it has the practical advantage of a single urine collection, compared with multiple plasma samples. In order to simplify a plasma-based trait measure, the plasma concentration ratio of metabolite to unchanged drug at a single time point after drug administration has also been used, e.g., plasma 6-hydroxychlorzoxazone:chlorzoxazone ratio as a measure of CYP2E1 activity.
(25,26). In this situation, choice of an appropriate sampling time is critical. Sufficient time must elapse for a significant amount of metabolism to have occurred. But if the selected time is too soon after drug administration (1–2 hour), the MR will reflect the absorption characteristics of the probe drug in addition to its metabolism. This may vary not only between individuals but also between different manufacturers’ products, especially for a generic drug. Sampling during the elimination phase obviates this potential problem; for metabolites whose elimination is formation limited, this represents the best approach, since the ratio should be a constant value over this time period (27). On the other hand, when removal from the body of the metabolite is elimination limited, e.g., 6-hydroxychlorzoxazone (28), then the plasma levels of drug and metabolite do not decline in parallel. As a result, the MR depends not only on the formation of the involved metabolite but also on its elimination relative to that of the parent drug (27). Unfortunately, such pharmacokinetic considerations rarely appear to be appreciated when such trait measures are developed.

4. CO₂ Breath Tests

N-Demethylation is a common CYP-mediated metabolic pathway, and the resulting formaldehyde subsequently enters the one-carbon pool and appears ultimately in the exhaled breath as CO₂. Labeling of the methyl group of an appropriate in vivo probe with either $^{14}$C or $^{13}$C and measurement of the expired radio- or stable-isotope, therefore, provides an index of the N-demethylation process. This is the basis of a number of CO₂ breath tests that have been used to evaluate in vivo drug metabolism. Experimental approaches include both the assessment of the complete time course of exhalation of labeled CO₂ in the breath as well as a more limited sampling including a single time point determination. Moreover, the involved quantitative collection procedure for expired CO₂ is now relatively simple; in certain instances, e.g., erythromycin breath test, a simple kit including all needed items is commercially available. Not only is a CO₂ breath test noninvasive, other than for drug administration, but by using a stable-labeled in vivo probe, studies may be performed in young infants and pregnant women, contrary to the situation when a radiolabel is used, with its associated radiation exposure. A breath test is generally sensitive and reproducible but suffers a major disadvantage in that it is an indirect measure of the responsible N-demethylating enzyme and a number of potentially limiting assumptions are involved (29).

The pathway from N-demethylation to exhaled CO₂ involves a number of steps many of which are also metabolic, but catalyzed by several enzyme systems distinct from the initiating CYP isoform. A critical assumption is that all steps prior to (e.g., absorption for a probe that is not administered parenterally) or subsequent to N-demethylation are not rate limiting. In general, the steps involved in intermediary metabolism of the one-carbon pool meet this criterion. However, a percentage, estimated to be between 37% and 57%, of labeled
N-demethylated groups is lost in transit through the one-carbon pool, and this exhibits interindividual variability (29), which is generally not accounted for. A further potential complication is the fact that endogenous CO₂ production is not constant and depends on a number of factors, including physical activity, food intake, body temperature, age, and body size. Accordingly, the use of a mean CO₂ production rate based on either body weight or surface area only partially normalizes for this factor, even if the in vivo probe is administered after a period of fasting and the subject under investigation remains recumbent for the period of the study (29). A final limitation is related to the fact that a CO₂ breath test is a measure of the rate of excretion of the labeled carbon. Accordingly, it is dependent on the volume of distribution of the in vivo probe; i.e., a large volume of distribution will result in a reduction in the breath test result, even though the enzyme’s intrinsic activity is the same (30,31). However, interindividual variability in such a parameter is common with all drugs; therefore, the assumption that a constant value is applicable to all subjects results in some error in evaluating the involved enzyme’s activity.

C. Validation of a Phenotypic Trait Measure

Following the in vitro discovery that a particular metabolic pathway is mediated by a single CYP isoform and that such metabolism is a major route of elimination, it is not uncommon to speculate that appropriate assessment of the formation of the metabolite in vivo could serve as a phenotypic trait measure (see Chaps. 3 and 7). Moreover, knowledge of the disposition of the drug and metabolite may indicate a putative quantitative trait for this purpose, e.g., urinary MR. However, considerably greater effort and information is, in fact, required before such a trait value can be accepted as a valid measure of the enzyme’s metabolic activity. Unfortunately, several of the earlier-developed in vivo probes were not rigorously evaluated prior to their application, and interpretation of differences/changes in their trait values is therefore not easy.

Ideally, the trait measure should be correlated directly with the target enzyme’s intrinsic clearance as measured, for example, in a tissue biopsy, e.g., liver from the same subjects. However, from a practical standpoint this gold standard approach is difficult, especially in health subjects. Moreover, even if applied, it does not address the issue of any extrahepatic metabolism. On the other hand, if the target enzyme exhibits genetic polymorphism so that a null phenotype exists, e.g., CYP2C19 and CYP2D6 (secs. V.B and VI), advantage of an experiment of this nature can be taken. However, in general, the best practical validation approach would appear to be the demonstration of a close and meaningful correlation between the putative trait value and the in vivo probe’s fractional oral clearance determined by a conventional pharmacokinetic study. Care must be taken in such a correlation to ensure that a large enough population size, perhaps 50 or more subjects, be investigated for this purpose and that the data are not inappropriately weighted by individuals with metabolic activities at
the extremes of the distribution curve, i.e., subjects having inhibited or induced metabolizing activity. A false and overly positive impression of the trait measure may be obtained if these two factors are not adequately considered; in this regard, it is important to recognize that the appropriate statistical measure of the potential usefulness of any correlation is the coefficient determination ($r^2$) and not the regression coefficient ($r$). As a corollary, it is also important to demonstrate that the phenotypic trait also correlates with the fractional clearances of other substrates metabolized by the same target enzyme. Such correlations are particularly critical in establishing that factors other than metabolism are not rate limiting. Additional validation steps generally focus on modulating the target enzyme’s activity and its effect on the trait value. Enzyme induction and inhibition, especially involving mechanism-based inhibitors, are usually used for this purpose, with the trait measure appropriately increasing or decreasing. Finally, if metabolism is limited to the liver or if a liver-specific test is required, then changes in the trait value would be expected in the presence of severe liver disease. In this regard, advantage may be taken of the anhepatic period during a liver transplant operation, when no functioning liver is present.

Importantly, no single criterion is itself sufficient to validate a particular phenotypic trait value; rather, several of the described approaches must provide collective and consistent evidence. Finally, it should be recognized that to some extent validation depends on the purpose to which the in vivo probe is to be applied. For example, if evidence is required to demonstrate the presence or absence of a drug interaction, a less rigorous level of validation might be acceptable than if a quantitative measure of the extent of modulation of metabolic activity is necessary. Thus, the erythromycin breath test (see sec. VIII.B) is a useful in vivo probe for answering such a semiquantitative question, despite the fact that it only reflects hepatic CYP3A4 and not that localized in the intestinal epithelium, which importantly contributes to first-pass metabolism after oral drug administration. Similarly, a trait measure that discriminates between PMs and EMs associated with a genetic polymorphism may not necessarily be suitable for quantifying smaller within-phenotype differences in metabolism.

D. In Vivo Probe Cocktails

Determination of the activity of individual CYP isoforms by use of a single in vivo probe has the advantage that only the enzyme of interest is targeted, and metabolic or other types of interaction occurring because of coadministration of other drugs can be disregarded. On the other hand, such a narrow focus has disadvantages, given that multiple CYP isoforms are present and more than one of these may be of interest. In this case, a single-probe strategy would require multiple sequential studies using different in vivo probes to assess each individual enzyme. Not only is this time consuming but also results in an inefficient use of resources. To overcome these disadvantages, a ‘‘cocktail’’ approach has been applied based on the simultaneous administration of more than one in vivo
probe, each of which assesses the metabolic activity of a different enzyme. This concept was originally developed using nonspecific model drugs, such as antipyrine and hexobarbital (32), but more recently it has been applied with cocktails of several \( (n = 2–6) \) different selective in vivo probes. For example, various combinations of debrisoquine or dextromethorphan (DTM) with mephenytoin, caffeine, nifedipine, coumarin, and chlorzoxazone have been used to simultaneously assess CYP2D6, CYP2C19, CYP1A2, CYP3A, CYP2A6, and CYP2E1 activities, respectively (33–36).

The cocktail approach appears to be particularly suited to indirect phenotypic trait values based on a single time point determination, e.g., MRs, where only one or two samples are sufficient for the experimental objective. For example, it is an attractive strategy for investigating the CYP isoform selectivity of enzyme inhibition or induction of a drug prior to more focused studies (34,37). However, a critical issue in the application of any cocktail study is whether one or more of the individual drugs interacts with another in the mixture. This may occur within the body through a metabolic interaction such as inhibition of another CYP isoform’s catalytic activity, or a pharmacodynamic interaction may occur that either affects the phenotypic trait value of another drug or results in an undesirable clinical effect. Accordingly, it is important to establish prior to application that combining two or more in vivo probes has no effect on any of the individual phenotypic trait values and that the combination is safe. A second potential complicating factor is that multiple drugs and their metabolites are present and must be analyzed in the same biological sample. Accordingly, the involved analytical methodologies must not only be sufficiently sensitive but also specific so that no analytical interference is present.

A related approach to using a cocktail strategy that has been suggested is based on measuring the metabolism of a single in vivo probe in which two or more metabolites are formed involving different CYP isoforms. For example, the O-demethylation of DTM to dextrorphan (DT) is mediated by CYP2D6, whereas CYP3A is importantly involved in the N-demethylation pathway leading to the formation of 3-methoxymorphinan (3MM) (38). Accordingly, it has been proposed that the urinary MRs DTM:DT and DTM:3MM ratios could be used to separately assess the metabolic activities of the two involved isoforms (39,40).

However, the demonstration that enzymes other than CYP3A may also significantly contribute to N-demethylation raises questions as to the reliability and validity of the DTM:3MM MR as a measure of CYP3A activity (41). In principle, the stereo- and regioselective metabolism of warfarin could also serve to assess the activity of multiple CYP isoforms. For example, S-warfarin is primarily metabolized to 7-hydroxywarfarin by CYP2C9, whereas CYP1A2 is responsible for R-enantiomer’s 6- and 8-hydroxylation; also, CYP3A is importantly involved in the formation of 10-hydroxy-R-warfarin, and hydroxylation of R-warfarin at the 8-position is mediated mainly by CYP2C19 (42,43). However, this approach has yet to be extended to the in vivo situation, probably because of analytical considerations, which would be further complicated by the small dose
of warfarin that would need to be used for safety purposes in healthy subjects undergoing such phenotyping. Nevertheless, the overall strategy of a single probe and multiple enzymes appears to be worthwhile pursuing further.

III. CYTOCHROME P450 1A2

The cytochrome P450 1A (CYP1A) subfamily consists of two members, CYP1A1 and CYP1A2, which are both important in the metabolic activation of chemical procarcinogens. However, unlike its related isoform, CYP1A1 is not constitutively expressed in the liver and is primarily an extrahepatic enzyme; moreover, it is not involved in the metabolism of therapeutically useful drugs. Accordingly, the in vivo probes investigated for this subfamily have been directed almost exclusively toward CYP1A2. Drugs whose metabolism importantly involves CYP1A2 include phenacetin (O-deethylation), caffeine (N1-, N3-, and N7-demethylation), theophylline (N1- and N3-demethylation), tacrine (1- and 7-hydroxylation), tamoxifen (N-demethylation), R-warfarin (6- and 8-hydroxylation), and acetaminophen (ring oxidation) (44). A number of these substrates have been studied and applied as in vivo probes in humans.

A. Caffeine

Caffeine (1,3,7-trimethylxanthine) is one of the most widely and frequently consumed xenobiotics throughout the world. The diet is the principal source of such intake, with estimates of per capita daily consumption in Europe and North America exceeding 200 mg/day. Following oral administration, caffeine is rapidly and completely absorbed, and it is then eliminated essentially completely (>95%) by metabolism. Such metabolism is complex, with at least 17 metabolites being formed and excreted in the urine. However, these arise from three primary pathways that contribute to over 95% of the drug’s overall metabolic clearance: N-demethylation to form paraxanthine (80%), N1-demethylation to form theobromine (11%), and N7-demethylation to form theophylline (4%). C8-Hydroxylation and C8–N9 bond scission together account for the remaining 5% or so of caffeine’s metabolism. Subsequently, these primary metabolites are extensively further metabolized. Importantly, CYP1A2 is almost exclusively responsible for all three of the initial N-demethylation steps, especially after small doses. At high in vitro substrate concentrations, CYP2E1 and possibly other CYP isoforms are contributory, but this is of little relevance to caffeine exposure in vivo. Not surprising, therefore, caffeine has become the most widely used in vivo probe for assessing CYP1A2 activity (45,46).

1. Caffeine Oral Clearance

Over 95% of caffeine’s plasma clearance can be accounted for by the three N-demethylation pathways, all of which are mediated exclusively by CYP1A2 (45,46). Accordingly, measurement of the in vivo probe’s oral clearance is the
gold standard by which this isoform’s activity can be evaluated. This notion is supported by reasonably strong correlation \( (r = 0.74, p < 0.01) \) between this parameter and caffeine’s intrinsic clearance with regard to N3-demethylation, as estimated in vitro from liver microsomes obtained from the same subjects studied in vivo (47). In practice, phenotyping is a simple procedure involving the oral administration of a single 100- to 200-mg dose of caffeine followed by serial blood sampling over 12 to 24 hours and appropriate HPLC measurement of caffeine’s plasma level and pharmacokinetic analysis. The caffeine may be given in the form of an available over-the-counter formulation or as a measured amount of coffee of known caffeine content or similarly as a cola drink. Some investigators have administered caffeine intravenously and used systemic clearance as the phenotypic trait measure (48,49). However, since caffeine is a low-clearance drug, the potential value of this approach is not particularly great and is outweighed by the disadvantage of administering the caffeine by intravenous injection. Because caffeine is ubiquitous in the diet, phenotyping involves a caffeine-free period of one to three days prior to and also during the study period. However, if measurable caffeine is present in the plasma prior to administration of the in vivo probe, a pharmacokinetically based correction can take this into account (47). Several studies have demonstrated that caffeine’s oral clearance is appropriately altered by factors that have been shown to modulate CYP1A2 activity either in vitro or in animals, e.g., tobacco usage and administration of other inducers, oral contraceptives, and mechanism-based inhibitors (46). In addition, this phenotypic trait value is robust and reproducible when studied in the same subjects over a four-month period (50). In order to minimize the number of required blood samples, it has been suggested that estimation of caffeine’s elimination half-life based on three or four postabsorption plasma levels could provide an alternative phenotypic trait measure (51,52). Since caffeine’s volume of distribution is similar to total body water, such an estimate can also be used to obtain an approximate value of the probe’s clearance (48). However, such approaches still require that the blood sampling period be sufficiently long to accurately define caffeine’s elimination half-life, which ranges from about 2 to 12 hours in healthy subjects but can be considerably longer in patients with liver disease or when CYP1A2 is inhibited because of a drug interaction. This factor probably accounts for the lower accuracy and higher intrasubject variability found with foreshortened sampling protocols (49). Recently, a Bayesian estimation of caffeine clearance based on a single plasma level obtained at either 12 or 24 hours after intravenous administration of the probe was shown to be well correlated with the directly determined value (49). Further study of this simple approach would appear warranted.

Caffeine is not extensively bound to plasma proteins; therefore, it readily distributes into saliva with a saliva:plasma concentration ratio of total drug between 0.74 and 0.94 (52,53). Not surprisingly, therefore, a close correlation exists between saliva and plasma caffeine levels and derived pharmacokinetic parameters. Accordingly, an alternative approach for estimating caffeine’s oral
clearance following administration of the in vivo probe is to measure salivary levels of the drug (47,52–55). Because of its noninvasiveness, even when salivary flow rate is stimulated by chewing Parafilm™ or by the application of citric acid to the tongue, a large number of samples may be obtained for pharmacokinetic analysis, and collection can be extended beyond the clinical setting. Indeed, comparisons of caffeine’s oral clearance values independently determined from plasma and saliva concentrations are essentially the same (47,53–55).

In an attempt to further simplify the caffeine phenotyping test, a trait measure based on the plasma or salivary paraxanthine:caffeine concentration ratio between three hours and seven hours after administration of the probe has been suggested (56). High linear correlations (>0.89) have been observed between this trait value and caffeine’s oral clearance, and if necessary, a predicted caffeine clearance value may be calculated from the ratio (56). Currently, this phenotyping approach appears to be the simplest and most noninvasive means of readily assessing CYP1A2 activity using caffeine as a probe; in addition, the method is reproducible and appears to be robust (56), despite the theoretical dependency of the trait value on the urine flow rate (51).

2. Caffeine and Phenacetin Breath Tests

The use of radiolabeled caffeine to determine drug-metabolizing ability based on a $^{14}$CO$_2$ breath test was an early example of the applicability of this general approach (57,58), even before it was recognized as a measure of CYP1A2 activity. Generally, labeling has been at the N-3 methyl position, since this is the site of the major pathway of caffeine metabolism; however, labeling of all three N-methyl groups (58) and N-7 labeling has also been investigated (59). Additionally, both radio-(14C) and stable-(13C) labeling has been successfully used (57–64). The need for mass spectrometry-based analytical methodology in the case of stable-labeled caffeine is in most instances outweighed by the safety issue related to exposure to radioactivity associated with the use of radiolabeled carbon. Other than equipment requirements, the caffeine breath test is simple to perform and for [13C]-(N-3-methyl) caffeine, a commercial kit is available for this purpose. Typically, exhaled breath is collected at several intervals up to one to eight hours following an oral dose of labeled caffeine. Either the cumulative amount (57–63) or the hourly rate (64) of labeled CO$_2$ excretion is used as the phenotypic trait value. The caffeine breath test appears to be reproducible, although extensive testing of this characteristic has not been reported. However, excellent correlations ($r = 0.84–0.90$) have been found between the two-hour cumulative caffeine breath test and the drug’s oral clearance (58,62,63). In addition, the breath test has been shown to alter in response to modulating conditions that either decrease or increase CYP1A2 activity (45,60,61).
The O-deethylation of phenacetin is CYPIA2-mediated and results in the liberation of acetaldehyde that is subsequently metabolized to acetate and then CO₂. Thus, a breath test based on the use of phenacetin labeled with 14C in the 1-position of the ethyl side chain could function to assess CYPIA2 activity. Early studies demonstrated the feasibility of this approach and its potential application to evaluating hepatic function (65,66). No extensive validation was attempted, so it is difficult to determine how well this test reflects the enzyme’s intrinsic clearance, rather than perhaps some other determinant, such as liver blood flow. However, the situation appears to be moot since phenacetin is no longer an approved drug worldwide because of its renal side effects following chronic dosing; accordingly, further studies of this approach are unlikely.

3. Urinary MRs

Following initial N-demethylation, caffeine’s primary metabolites undergo extensive further metabolism. For example, the major metabolite paraxanthine (17X) is demethylated to form 1-methylxanthine (IX), 1-methylurate (1U), and 5-acetylaminoo-6-formylamino-3-methyluracil (AFMU), which spontaneously degrades, especially under basic assay conditions, to 5-acetylaminoo-6-aminoo-3-methyluracil (AAMU) (45). These metabolites account for about 20%, 40%, and 15%, respectively, of the urinary recovery of caffeine-derived products. In addition, approximately 10% of 17X is excreted unchanged and another 20% is hydroxylated to form 1,7-dimethylurate (17U). Theobromine (37X) is in part excreted unchanged (10%), and about 20% is metabolized to 3-methylurate (37U) and approximately 50% to 7-methylxanthine (7X). About 10 to 15% of theophylline (13X) is excreted into urine, with about 50% of this primary metabolite being metabolized to 1,3-dimethylurate (13U) and some 23% to 1U. Finally, a small amount of caffeine is excreted unchanged in urine, and some additional minor metabolites are formed (45,51).

CYPIA2 is primarily responsible for the N1-, N3-, and N7-monodemethylations of 17X, 37X, and 13X, respectively, and also the 8-hydroxylation of these primary metabolites. However, other CYP isoforms, e.g., CYP2A6, CYP2E1, and CYP3A, are also importantly involved in the formation of the various dimethyluric acids. Polymorphic N-acetyltransferase-2 (NAT2) mediates the conversion of an unstable 17X intermediate to AFMU, and xanthine oxidase is responsible for the oxidation of IX to 1U (45,51). Thus, the metabolism of caffeine results in a complex urinary recovery profile involving multiple primary and secondary metabolites as well as unchanged drug.

Because CYPIA2 is predominantly involved in caffeine’s primary and secondary metabolism, a urinary MR approach has been applied with an expectation that this would provide a simple and convenient noninvasive means of assessing the isoform’s metabolic activity. Over 12 different urinary molar MRs have been suggested as putative trait measures of CYPIA2 activity, generally based on a 0- to 24-hour urine collection following an oral dose of caffeine, although “spot”
sampling within a shorter defined time period (2–6 hours) has also been used (45,51,67–69). The most common of these are shown in Table 1. A major difficulty in the application of these phenotypic trait measures is that they are essentially all empirical, and until recently their limitations were not understood or, more importantly, appreciated. It is clear that CYP1A2 activity affects both the numerator and the denominator of the MRs to a varying extent. Also, CYP isoforms other than CYP1A2 and urine flow rate affect the excretion of caffeine and several of its metabolites (51,70). All of these factors exhibit intra- and interindividual variability, so it is not surprising that in a study involving 237 healthy subjects, the common MRs appeared to reflect three different parameters, and no one ratio correlated particularly well with any other (68). Ratios 1, 2, and 5 (Table 1) were the best correlated ratios ($r = 0.73–0.88$), but, even so, considerable variability was present within the relationship. A rigorous sensitivity analysis based on a pharmacokinetic model of caffeine’s metabolism and urinary excretion profile identified a number of confounding variables that contributed to this situation (51). Moreover, this analysis concluded that none of the caffeine urinary MRs is specific for CYP1A2, although Ratio 4 may be useful when studying the modulation of CYP1A2 activity within the same subject. It was also suggested that the plasma-saliva ratio of 17X:137X measured a short time after caffeine administration might be a robust CYP1A2 marker.

Experimental investigations have subsequently confirmed these theoretical findings. For example, significant correlations were obtained between Ratio 4 and caffeine’s oral clearance ($r = 0.66–0.77, p < 0.002$) by several different investigators (47,69,70). By contrast, the correlations between Ratios 1 and 2 and caffeine clearance were generally much poorer (47,69,70); other, less common MRs were also found to be poor measures of caffeine clearance (69). Thus, with the exception of Ratio 4, the validity of other urinary MRs would appear to be

**Table 1** Common Caffeine Urinary Metabolite Ratios Used as Phenotypic Measures of CYP1A2 Activity

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Formula</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio 1</td>
<td>$\frac{(17X)}{(137X)}$</td>
<td>47,56,61,83</td>
</tr>
<tr>
<td>Ratio 2</td>
<td>$\frac{(17U)+(17X)}{(137X)}$</td>
<td>47,56,61,69–73,81</td>
</tr>
<tr>
<td>Ratio 3</td>
<td>$\frac{(AFMU)+(1X)+(1U)}{(17X)}$</td>
<td>69,74</td>
</tr>
<tr>
<td>Ratio 4</td>
<td>$\frac{(AFMU)+(1X)+(1U)}{(17U)}$</td>
<td>45,47,54,56, 69,70,75–80</td>
</tr>
<tr>
<td>Ratio 5</td>
<td>$\frac{(AFMU)+(1X)+(1U)+(17X)}{(137X)}$</td>
<td>68</td>
</tr>
<tr>
<td>Other ratios</td>
<td>Various</td>
<td>51,69,78</td>
</tr>
</tbody>
</table>

For simplicity AFMU is used in all equations when the actual analyte is AAMU after converting all AFMU to AAMU.
questionable; however, considerable experimental data indicate that this urinary MR is a robust and reproducible trait measure that is sensitive to the modulation of CYP1A2 activity (45).

Unfortunately, many investigators have used various of the caffeine urinary MRs without recognizing their potential limitations. As a result, conclusions drawn from the interpretation of such flawed data may be inaccurate. One area where this may exist and remains a controversial issue concerns the population distribution of inferred CYP1A2 activity. For example, several studies using Ratios 1 or 2 have concluded that CYP1A2 activity is either bi- or trimodally distributed within the population, and “slow,” “intermediate,” and “rapid” phenotypes can be identified; additionally, interethnic, and racial differences in the frequency of these putative phenotypes exist (71–73). These observations are in strong contrast to similar studies by other investigators, using Ratio 4 as an index of CYP1A2 activity, where a log-normal distribution has been found (70,75–80). Moreover, numerous studies based on the determination of caffeine’s plasma clearance in large numbers of subjects have not provided any evidence of discrete subgroups with either low or high values within a log-normal distribution. Modeling analysis also indicates the likelihood that the polymodal distribution could be an artifact (51); this is supported by the observations that despite the fact that the frequency distributions of Ratio 4 and caffeine clearance were unimodal, the distribution for Ratio 2 in the same subjects was bimodal (70). Also, the effects of cigarette smoking on CYP1A2 activity, as measured by Ratio 2, was noted to depend on racial background (71,81), an observation that again is inconsistent with data based on clearance or Ratio 4 measures and one that is difficult to mechanistically explain. These discordances might be considered trivial except for the potential value of identifying the level of CYP1A2 activity as a possible risk factor for the development of certain types of cancer (81). Use of a valid in vivo probe would appear to be critical for such studies.

Although the validity of the urinary MR approach for assessing CYP1A2 activity is debatable, there is substantial evidence indicating that its use for determining NAT2 activity is appropriate. This application is based on the involvement of NAT2 in the formation of AFMU, and both the molar ratios of urinary AFMU:1MX and AFMU:(AFMU + IX + 1U) have been demonstrated to be reliable phenotypic indicators that categorize populations into three subgroups according to genotype (45–47,67,80,82–85). In practice, pretreatment of the urine to convert all of the AFMU to AAMU is advisable to avoid misclassification (45,85). Similarly, the molar ratios 1U:1X and 1U:(IX + 1U) have been used to determine xanthine oxidase activity (74,76,80).

The metabolism of theophylline (1,3-dimethylxanthine) is similar to that of caffeine but less complex (vide supra). Consequently, some consideration has been given to using it as a CYP1A2 probe. However, potential analytical sensitivity problems and, more importantly, safety considerations do not suggest that theophylline has any advantage over caffeine for this purpose (86).
In summary, caffeine is an acceptable and validated in vivo probe for assessing CYP1A2 activity in humans. The gold standard approach depends on determination of the drug’s oral clearance following a single phenotyping dose under dietary caffeine-free conditions. Both plasma and saliva concentrations may be used for this purpose. Comparisons of caffeine’s elimination half-life may be an alternative approach when within-subject changes in CYP1A2 activity are being investigated. However, such temporal monitoring applicable to drug interactions is probably best accomplished by the 17X:IX plasma/saliva concentration ratio determined at a single time point after caffeine administration. Alternatively, a caffeine breath test can similarly provide such within-subject information. Interpretation of caffeine urinary MRs is more difficult than with other approaches, and that based on the molar ratio (AFMU + IX + 1U):17U (Ratio 4) is probably the best of those developed. However, given the comparable simplicity and noninvasiveness of the salivary 17X:IX ratio, it is difficult to justify why even urinary Ratio 4 should continue to be used.

IV. CYTOCHROME P450 2A6

CYP2A6 appears to be the only catalytically active isoform of the CYP2A subfamily that is expressed in humans. Activity is localized mainly in the liver; however, extrahepatic distribution is also present, especially in the nasal epithelium and lung. Such localization is likely to be critically important, since CYP2A6 mediates the metabolism and activation of nicotine, cotinine, and tobacco-smoke-related nitrosamines like 4-(methyl nitrosamino)-l-(3-pyridyl)-l-butanol (NNK), 4-(methyl nitrosamino)-l-(3-pyridyl)-l-butanone (NNAL), and N-nitrosonornicotine (NNN), which are among the most potent of known lung carcinogens. CYP2A6 also activates a number of other established procarcinogens, many of which are also metabolized by CYP2E1 (44). Only a small number of drugs are currently known to be importantly metabolized by CYP2A6; these include coumarin (87,88), methoxyflurane (89), halothane (90), valproic acid (91), disulfiram (92), losigamone (93), letrozole (94), and (+)-cis-3,5-dimethyl-2-(3-pyridyl) thiazolidine-4-one (SM-12502) (95). Importantly, genetic polymorphisms are present in the CYP2A6 gene, and, although current data are relatively limited, these appear to have functional consequences. At least three defective alleles have been reported, the most prevalent of which (CYP2A6*2) appears to be a Leu160His substitution that yields an inactive enzyme (96–99). By contrast, a deletion mutation (CYP2A6*4) is the most common variant (15–20%) in Asian populations (100). Duplication of the CYP2A6 gene also occurs and appears to be associated with increased catalytic activity (101).

The 7-hydroxylation of coumarin (1,2-benzopyrone) is a major urinary metabolic pathway that accounts for about 60% of an orally administered dose (102). This pathway is almost exclusively mediated by CYP2A6 (87,88) and forms the basis of the “coumarin index” or “2-hr coumarin test” used to
measure in vivo CYP2A6 activity. The phenotypic trait measure is simply the percentage of a 5-mg dose of coumarin excreted in urine as 7-hydroxycoumarin over the zero- to two-hours period following oral administration in the fasted state (102). Because the 7-hydroxy metabolite is excreted mainly as a conjugate, urine is pretreated with β-glucuronidase prior to analysis, and a methodology based on chromatographic separation would appear to be preferable to one using solvent extraction (103). Application of this phenotyping procedure to various population groups has shown that the trait measure exhibits considerable interindividual variability, and it is unimodally distributed in a normal fashion (102–104). While a few individuals with lower values could be identified, no clear polymorphism was apparent, consistent with the low frequency of the CYP2A6*2 allele in Caucasians. On the other hand, a gene dose effect has been reported with respect to individual CYP2A6*1 homozygotes, CYP2A6*1/CYP2A6*2 heterozygotes, and CYP2A6*2 homozygotes (105). Accordingly, it would be expected that in the general population all three phenotypes (extensive, intermediate, and poor) would be present.

The “coumarin index,” however, has several problems that make it less than ideal as a CYP2A6 trait measure. First, is the fact that the trait value is entirely empirical and has been validated and characterized to only a very limited extent. Accordingly, its sensitivity to determinants of CYP2A6 activity are largely unknown, other than that its value is reduced by age (106) and the administration of grapefruit juice (107) but not disulfiram (108), and that it is increased by antiepileptic drugs (109). As expected, severe but not mild liver disease reduces the urinary recovery of 7-hydroxycoumarin, but, not unexpectedly, renal dysfunction has also been found to affect the trait value (109). A second difficulty is that the coumarin index is an indirect measure of CYP2A6 activity, and perhaps, more importantly, it is unlikely that it can ever be validated against a gold standard such as the formation clearance of 7-hydroxycoumarin. This is because of the extreme analytical difficulties associated with measuring plasma coumarin levels because of its relatively high volatility, and this problem is further compounded by the low dose used for phenotyping (5 mg). Coumarin is also excreted in the urine as a result of dietary and environmental exposure through fragrances and other sources. Such daily exposure may be as high as 25 mg (110), which probably accounts for the finding that in certain subjects the urinary molar recovery of 7-hydroxycoumarin exceeds the molar dose of coumarin administered to determine the trait value (103,110). An additional consideration, especially in North America, is the absence of an available approved formulation containing coumarin, which was removed from the market 45 years ago because of its hepatotoxicity and carcinogenic properties in animals (111). More recently, limited use of coumarin in certain types of cancer has been investigated (112), but the strength of the available tablet is 100 mg, i.e., 20-fold greater than the dose used to determine the coumarin index. Because of these problems, attempts have been made to develop an alternative phenotyping method to assess in vivo CYP2A6 activity.
A potential method that was recently reported is based on a MR approach, namely, the 2-hydroxyphenylacetic acid:7-hydroxycoumarin ratio in a zero- to eight-hour urine sample following oral administration of 2-mg coumarin (110). 2-Hydroxyphenylacetic acid is the terminal metabolite of an alternative pathway of coumarin metabolism besides 7-hydroxylation, and usually accounts for about 2.5–30% of the administered dose. The frequency distribution of this trait measured in 103 subjects identified two individuals with values markedly greater than the remainder of the population. Moreover, within the major subgroup, there was evidence of overlapping bimodality. Unfortunately, the CYP2A6 genotypes of the subjects were not determined to show that the apparent phenotypes reflected the genetic polymorphism. Future studies will undoubtedly investigate this possibility and demonstrate the value of this urinary MR as an indicator of CYP2A6 activity.

The major human urinary metabolites of nicotine are cotinine, nicotine N\textsuperscript{0}-oxide, and trans-3\textsuperscript{\textprime}-hydroxycotinine (113). CYP2A6 appears to be the major enzyme responsible for formation of an iminium ion that is the first step in the C-5 oxidation of nicotine to cotinine and also the subsequent 3-hydroxylation of this metabolite (114,115). These facts, coupled with the known acute safety profile and wide use of nicotine through tobacco smoking, suggest that appropriate measurement of the drug’s metabolism might provide a means to assess in vivo CYP2A6 activity. One reported approach is based on the 30-minute intravenous infusion of a 50:50 mixture (2 μg base/kg) of 3\textprime,3\textprime-dideuterium-labeled nicotine and 2,4,5,6-tetradeutero cotinine followed by serial blood sampling over the following 96 hours and a 0- to 8-hour urine collection (116,117). Using gas chromatography–mass spectrometric–based assays, the levels of nicotine and cotinine derived from each stable-labeled form are measured. Appropriate pharmacokinetic analysis then allows estimation of nicotine’s formation clearance to cotinine and also the latter’s clearance. To date, this methodology has been applied primarily to investigating nicotine’s metabolism within the context of cigarette smoking and addiction (116,117). It should be noted, however, that an individual deficient in the CYP2A6-mediated conversion of nicotine to nicotine was identified using this approach (118). Clearly, substantial further research is required before a simple and routine nicotine/cotinine-based phenotyping procedure for CYP2A6 is established. Despite the need for stable-labeled drugs and the associated sophisticated instrumentation for their measurement, such an approach would provide a gold-standard against which alternative trait measures such as the coumarin index or others could be evaluated and validated. Possibly, a simpler, single-point plasma- or urine-based measure could be developed using nicotine/cotinine. Finally, if the new drug candidate SM-12502 ever becomes clinically available, it is possible that an appropriate phenotyping measure could be developed using this drug since a genotype:phenotype relationship appears to be present (95,100).
V. CYTOCHROME P450 2C

Four closely related CYP2C genes have been definitively identified in humans: CYP2C8, CYP2C9, CYP2C18, and CYP2C19. However, additional genes/gene-like sequences are present. At one time, CYP2C10 was thought to be a discrete protein but is now considered to be an allelic variant of CYP2C9 or possibly a cloning artifact. Little information is currently available regarding CYP2C8, especially substrates that are preferentially metabolized by this isoform. One such reaction is the 6α-hydroxylation of taxol, and the 4-hydroxylations of retinol and retinoic acid also appear to be CYP2C8-mediated. CYP2C18 appears to be a minor member of the CYP2C subfamily; to date, no metabolic reactions have been demonstrated to be selectively catalyzed by this enzyme (44). On the other hand, many drugs are substrates of CYP2C9 and CYP2C19, and in many instances the involved metabolic reactions are highly specific. Accordingly, these two isoforms have received the most attention with regard to the development and application of in vivo probes.

A. Cytochrome P450 2C9

CYP2C9 is importantly involved in the oxidation of a large number of drugs, many of them widely used in clinical practice. Such drugs for which the isoform catalyzes the formation of a principal metabolite include phenytoin, tolbutamide, fluoxetine, losartan, S-warfarin, torsemide, valproic acid, and many nonsteroidal anti-inflammatory agents (diclofenac, ibuprofen, naproxen, piroxicam, suprofen, and tenoxicam). Thus, most, but not all, CYP2C9 substrates are weak acids with pKa values between 3.8 and 8.1 (119). Increasing evidence indicates that genetic polymorphisms are present in the CYP2C9 gene that have functional consequences. Three alleles resulting from Arg → Cys and Ile → Leu substitutions at amino acids 144 and 359 have been noted. CYP2C9*1 (Arg144/Ile359) represents the wild-type protein, whereas CYP2C9*2 (Cys144/Ile359) and CYP2C9*3 (Arg144/Leu359) appear to be relatively rare variants. As with many other genetic polymorphisms, population frequency distributions differ according to racial ancestry; for example, CYP2C9*2 has not yet been found in Asian groups (Chinese and Japanese), and its prevalence is also very low in African-Americans (119).

In vitro studies with human liver microsomes and expressed CYP2C9 allelic variants have found markedly impaired catalytic activity of CYP2C9*3 compared with CYP2C9*1 (119). Furthermore, this difference has also been noted to be present in patients receiving warfarin therapy, where a gene-dose effect leads to reduced clearance of the anticoagulant’s S-enantiomer (120–122). As a result, a dangerously exacerbated therapeutic response to normal doses of racemic warfarin is produced in CYP2C9*3/CYP2C9*3 homozygotes (120). Similarly, an individual identified as a PM of tolbutamide was also subsequently found to be homozygous for CYP29*3 (123); in the clinical trials associated with...
the development of losartan, two subjects, corresponding to <1% of the study population, had markedly impaired conversion of the drug to an active metabolite and both were CYP2C9*3/CYP2C9*3 homozygotes (124). Comparable information regarding CYP2C9*2 is currently less definitive, since in vitro studies provide conflicting data on the effect of the Arg 144 Cys substitution (119). And, while the median warfarin maintenance dose was 20% lower in CYP2C9*1/CYP2C9*2 heterozygotes compared with homozygous wild-type patients, there was considerable overlap in the dosage requirements (125).

Thus, valuable information on CYP2C9 activity in vivo has been obtained through studies of warfarin’s metabolism, and it has even been suggested that the drug’s S:R enantiomeric concentration ratio in plasma could be used to identify homozygous CYP2C9*3 patients (121). However, for safety and analytical reasons, it is unlikely that the anticoagulant could be used as an in vivo probe in healthy subjects. A similar safety issue also would appear to apply to phenytoin, despite the fact that its major route of metabolism, viz, 4-hydroxylation, is mediated by CYP2C9. Moreover, the plasma clearance of phenytoin exhibits nonlinearity due to saturable metabolism, and a urinary 4-hydroxyphenytoin:phenytoin MR has been shown to be overly variable and of limited usefulness as a phenotypic trait measure of CYP2C9 activity (126). Accordingly, efforts have been directed toward other potential drugs.

1. Tolbutamide

The metabolism of tolbutamide (l-buty1-3-p-tolysulfonylurea) in humans involves a single pathway, with the initial and rate-limiting step being tolyl methyl-hydroxylation to form hydroxytolbutamide, which is further oxidized to carboxy-tolbutamide by alcohol and aldehyde dehydrogenases. Overall, this pathway of metabolism accounts for up to 85% of tolbutamide’s clearance and is exclusively mediated by CYP2C9 (119). Accordingly, determination of tolbutamide’s (fractional) clearance following a single oral dose (500 mg) has been used as a phenotypic trait value for assessing in vivo CYP2C9 activity (127). Since the drug’s half-life ranges between 4 and 12 hours, this approach requires not only multiple blood samples but collection over a considerable time period (24–36 hr). An alternative and simpler MR approach has also been developed based on the relative recovery of metabolites and unchanged drug excreted into urine over the 6- to 12-hour period following a 500-mg oral dose of tolbutamide. Initially, this ratio—(hydroxytolbutamide + carboxytolbutamide):tolbutamide—was shown to be sensitive to the inhibition of CYP2C9 activity by pretreatment with sulfaphenazole (128). Subsequently, the trait measure was shown to be unimodally distributed in an Australian population of 106 healthy subjects (129), which is not surprising given the low frequency of the CYP2C9*3 allele (vide supra). Also, a previously identified PM, who was later shown to be a CYP2C9*3 homozygote (123), was found to have a markedly lower value than the reference population (129). It therefore appears that tolbutamide is a useful in
vivo probe for CYP2C9. However, such use is not without problems, in particular, the safety issue associated with the hypoglycemic response produced by tolbutamide administration. This is not usually a problem in subjects who have been fed. However, in fasted individuals, blood glucose levels may be significantly reduced by tolbutamide and require reversal using glucose supplementation (130); use of a lower dose (250 mg) may obviate this problem. Clearly, this limits application of the test to a controlled clinical situation.

2. Nonsteroidal Anti-Inflammatory Agents

The nonsteroidal anti-inflammatory agents (NSAIDs) are relatively safe drugs, and since CYP2C9 is a major determinant in the metabolism of many of these agents, measurement of the involved pathway in principle could serve as an indicator of the isoform’s activity. For example, the oral clearance of diclofenac, which reflects primarily CYP2C9-mediated 4'-hydroxylation, was found to be reduced following pretreatment with fluvastatin, an established in vitro inhibitor of the enzyme (131). A decrease was also noted in a urinary MR (4'-hydroxydiclofenac:diclofenac) based on a zero- to four-hour collection period but not over four to eight hours. Unfortunately, validation of neither of these putative trait measures using diclofenac has been reported. More recently, the 4'-hydroxylation of flurbiprofen has been investigated in a similar fashion, with the intent to develop this drug as a CYP2C9 in vivo probe (132). Such preliminary information will obviously require appropriate substantiation before the described trait measures will be widely accepted.

B. Cytochrome P450 2C19 (CYP2C19)

The enzyme now known as CYP2C19 (133,134) was first identified because of its major involvement in the 4'-hydroxylation of the S-enantiomer of mephénytoin (22,23). Although, its substrate specificity was originally thought to be limited to related anticonvulsant agents, the in vivo metabolism of an increasing number of structurally unrelated drugs appear to be mediated by this isoform. These include R-mephobarbital (4'-hydroxylation) (135), hexobarbital (3'-hydroxylation)(136), proguanil (ring cyclization) (137), omeprazole, and related proton pump inhibitors (5'-methylhydroxylation) (138–140), diazepam (N-demethylation) (141), certain tricyclic antidepressants (N-demethylation) (142–144), carisoprodil (N-dealkylation) (145), citalopram (N-demethylation) (146), moclobemide (C-hydroxylation) (147), propranolol (side-chain oxidation) (148), and nelfinavir (methylhydroxylation) (149). A major characteristic of CYP2C19 is the presence of a genetic polymorphism that subdivides populations into PMs and EMs (150). The molecular genetic basis of such phenotypes is now well recognized. The two most common defects in volve null alleles arising from G → A base pair mutations in exon 5 (CYP2C19*2) and exon 4 (CYP2C19*3), respectively (3), and they account for over 99% of defective alleles in populations
with Asian ancestry but only in about 87% in individuals of Caucasian origin (151–153). A transition mutation in the initiation codon (CYP2C19*4) accounts for an additional 3% of defective alleles in Caucasian PMs (154), and three rare mutations (CYP2C19*5, CYP2C19*6, and CYP2C19*7) have also been identified (155–158). Not unexpectedly, the population allelic frequencies (159) and phenotypes, i.e., EMs, representative of both wild-type homozygotes and heterozygotes, and PMs (homozygous mutants), varies according to racial/geographical origin. For example, in populations of European descent, the frequency of the PM phenotypes ranges from 1.3% to 6.1%, with a mean value of about 3.5% (160). A similar low prevalence rate is also present in Africans and African Americans (161–163). By contrast, a much higher frequency (13–23%) is found in indigenous populations living in Southeast Asia, such as Chinese, Japanese, and Koreans (138,164–168). Importantly, the impaired metabolism present in PMs is often associated with marked differences in a substrate’s disposition and pharmacokinetics (150). Moreover, drug interactions involving CYP2C19 can occur only in individuals with the EM phenotype, since no enzyme is present in PMs (169). These factors have led to the development of in vivo probes to classify individuals according to phenotype.

1. Mephenytoin

The genetic polymorphism in CYP2C19 was first discovered serendipitously during clinical studies to investigate the enantioselective metabolism of racemic mephenytoin at Vanderbilt University (150). Subsequently, two alternative phenotyping procedures were developed that have been widely used throughout the world by numerous investigators. Both of these are based on the fact that CYP2C19 metabolizes racemic mephenytoin to its 4'-hydroxy metabolite, and this is essentially complete and stereospecific for the S-enantiomer.

a. Urinary S:R enantiomeric ratio. The 4'-hydroxylation of S-mephenytoin is not only extensive but also rapid, and this is in contrast to metabolism of the R-enantiomer, which involves mainly N-demethylation (150). Accordingly, only a small fraction of an administered oral dose of racemic mephenytoin (50–100 mg) is excreted into urine over zero to eight hours as the unchanged S-enantiomer in EMs, whereas a much larger amount of R-mephenytoin is excreted. In the absence of CYP2C19 activity, i.e., PMs, impaired metabolism of S-mephenytoin by 4'-hydroxylation results in increased excretion of this enantiomer; because the metabolism of R-mephenytoin is not different between EMs and PMs, the S:R enantiomeric concentration ratio in a zero- to eight-hour urine sample is increased (23). Thus, the S:R ratio ranges from less than 0.03 to 0.8 in EMs and 0.9 to 1.2 in PMs (150). The pharmacokinetic basis of the trait measure has been described, and studies have confirmed that the urinary S:R ratio is the same as the comparable ratio of the areas under the plasma concentration–time profiles of the enantiomers during the collection period, which in turn reflects the relative
intrinsic clearances of the two isomers (169). Also, this trait value has been found to be reproducible in individuals over a long period of time (170). Although the S:R ratio is widely used, it has a reciprocal and, therefore, rectangular hyperbolic relationship with CYP2C19 activity. For this reason, there is some merit in using the R:S ratio, which is linearly related to such activity, so the smaller its value, the lower the 4'-hydroxylating activity (21,171).

A minor route of metabolism of S-mephenytoin results in the formation and urinary excretion of an acid-labile conjugate that is probably a cysteinyl derivative (172). This pathway appears to be associated with CYP2C19, since it is present only in EMs (173). The significance of this urinary metabolite is that it is easily hydrolyzed back to S-mephenytoin, and this can occur to an unpredictable extent during sample storage, even at −20°C (173). The resulting artifactual S:R ratio value may, therefore, misclassify an individual’s phenotype. Several approaches have been used to obviate or minimize this problem. The most widely used procedure is to obtain a repeat S:R value but following acid hydrolysis of the urine sample prior to analysis. The enantiomeric ratio is significantly increased by such pretreatment in EMs but remains essentially unchanged in PMs (173–175). Another approach (176) includes measurement of the S:R ratio in a urine sample collected 24 to 32 hours after drug administration, since little or no acid-labile metabolite is present at this time. However, the S:R ratio in EMs at this later time is smaller (0.16–0.5) than that in a zero- to eight-hour sample, whereas the value in PMs is still close to unity. Also, it is possible to extract the collected urine immediately after collection and store the dried extract at −20°C until subsequent analysis (176).

The major advantage of using the urinary S:R ratio as a phenotypic trait for assessing CYP2C19 activity is that the method is fairly robust with regard to any incompleteness of urine collection or noncompliance with respect to dose administration. This is because the R-enantiomer serves as an in vivo “internal standard.” On the other hand, the required enantiospecific assay uses chiral capillary column gas chromatography with a nitrogen-specific detector, and such instrumentation is not commonly available. For this reason, an alternative phenotypic trait measure based on the formation and urinary elimination of 4'-hydroxymephenytoin has also been frequently used.

b. Urinary 4'-hydroxymephenytoin excretion. After its formation, 4'-hydroxymephenytoin is glucuronidated and excreted in this form into the urine. Accordingly, the aglycone must be liberated prior to determination of the amount of CYP2C19-mediated metabolite formed, using either β-glucuronidase pretreatment or acid hydrolysis (176). In EMs, the zero- to eight-hour urinary recovery of 4'-hydroxy-mephenytoin is between 5% and 52% (25–240 µmol) of the administered 100-mg (460 µmol) phenotyping dose of racemic mephenytoin (mean 18–20%) (150). By contrast, in PMs from undetectable to 3% of the dose
(mean 0.5–0.8%) is excreted (150). An alternative phenotypic trait measurement based on excretion of the 4'-hydroxy metabolite is the mephenytoin HI:

$$HI = \frac{\text{molar doses of } S\text{-mephenytoin (230 } \mu \text{mol in 100-mg racemic dose)}}{\mu \text{mol } 4'\text{-hydroxymephenytoin excreted in 0–8 hr}}$$

(3)

In EM individuals, this value ranges from about 0.6 to 20, whereas a much higher value (30–2500) is observed in PMs (22,23,150). Importantly, the metabolite’s concentration in urine samples from PM subjects is often close to the lower limit of sensitivity of the HPLC-based assay. Thus, an antimodal value that discriminates between the two phenotypes cannot be defined with absolute precision and varies between laboratories. As a result, phenotypic misclassification may occur when the zero- to eight-hour urinary recovery is in the range of about 15 to 25 µmol. A further interpretive difficulty is the trait’s dependency on a complete zero- to eight-hour urine collection, since a low recovery of the 4'-hydroxy metabolite can also reflect poor subject compliance. Some investigators, therefore, confirm the completeness of urine collection in putative PMs by measurement of the amount of creatinine in the sample (>50 mg in 0–8 hour). Alternatively, the phenotype is determined by combining the information provided by both the excretion of 4'-hydroxymephenytoin and the urinary S:R ratio.

Despite the described approaches and precautions, the trait values of a small number of individuals may not be consistent with genotypic information or are uninterpretable based on the assumption that only two phenotypes are present. One reason for this is the very low frequency of “intermediate metabolizers” who have an S:R enantiomeric ratio consistent with the PM phenotype (>0.9) but who excrete more (20–60 µmol) of the 4'-hydroxy metabolite than would be expected if this was the case but at a rate less than that in EMs (176). It is likely that such rare individuals have an as-yet-unidentified allelic variant of CYP2C19 with reduced catalytic activity compared with the wild-type enzyme, as occurs with CYP2D6 (see sec. VI). It is possible that the urinary S:R ratio measured at 24 to 32 hours may also identify such individuals, since occasional subjects have been noted to have values between 0.2 and 0.5, whereas in most EMs this trait value is about 0.1 (175,177).

Mephenytoin has been extensively used for phenotyping purposes; however, such use is not without practical problems. For example, sedation is often observed in PMs, especially those of small body size, e.g., children and Southeast Asians, following administration of a 100-mg dose usually used for phenotyping (178). Accordingly, a dose of 50-mg mephenytoin is often used to phenotype such individuals. A further complicating factor is that racemic mephenytoin (Mesantoin®; Sandoz/Novartis, Basal, Switzerland) is not available in many parts of the world. For these reasons, other in vivo probes have been investigated.
2. Omeprazole

The 5′-hydroxylation of omeprazole cosegregates with CYP2C19 activity both in vitro using human liver microsomes (179–181) and in vivo in several different populations (138,182). In addition, the drug has a short elimination half-life (1–2 hour) and has a far wider therapeutic ratio than mephenytoin, resulting in better tolerability by subjects. Accordingly, trait measures reflective of in vivo CYP2C19 activity have been investigated.

In general, phenotyping has been performed following oral administration of a single 20-mg oral dose of omeprazole and obtaining a single blood sample for determination of the plasma concentrations of omeprazole and its 5′-hydroxy metabolite by HPLC. However, different sampling times and trait values have been used by different investigators. A MR (omeprazole: 5′-hydroxyomeprazole) determined three hours after administration of the probe was able to identify EMs who had trait values between 0.05 and 5.6, whereas individuals with the PM phenotype had larger ratios (183). In fact, the presence of metabolite in the plasma was not always detectable in PMs. A MR of about 7 appeared to be the antimode of the population distribution curve in 160 Swedish Caucasians (184). A similar approach, but based on sampling at two hours after omeprazole administration and using the logarithm of the MR—termed the ‘omeprazole hydroxylation index’—was also able to discriminate, using an antimode of one, between the two CYP2C19 phenotypes in 85 healthy subjects of various racial backgrounds (185,186) and 77 African Americans (163). A third trait value, using a single four-hour blood sample, has also been used: (omeprazole + omeprazole sulfone): 5′-hydroxyomeprazole (187). Again, phenotypic classification was possible based on an antimode value of 12. Regardless of the precise trait value used, concordance was noted in the various studies between the measured CYP2C19-mediated omeprazole metabolism and the urinary S:R ratio for mephenytoin and also the genotype of the individual. This suggests that measurement of omeprazole’s 5′-hydroxylation using a single-time-point plasma MR is a valid approach for CYP2C19 phenotyping. However, wider application of the methods will probably be necessary before omeprazole replaces mephenytoin as the gold standard in vivo probe for assessing CYP219 activity. For example, analytical sensitivity issues may limit omeprazole’s wider application, since in one population study 23 of 100 subjects could not be phenotyped because of unmeasurable concentration of omeprazole and/or its 5′-hydroxy metabolite (185,186). Also, omeprazole sulfone formation is mediated primarily by CYP3A (180), which exhibits considerable interindividual variability in its activity (sec. VIII). Accordingly, the MR incorporating this metabolite’s concentration into its estimation would be affected by this factor and presumably altered if CYP3A was inhibited or induced by drug administration in addition to the in vivo probe (187).
3. Proguanil

The antimalarial effects of proguanil (chloroguanide) are dependent on its metabolic activation to cycloguanil. This pathway is mediated in large part by CYP2C19, and the formation clearance of the metabolite cosegregates with the mephenytoin phenotype (188). Furthermore, the relative amounts of cycloguanil and unchanged drug excreted in urine collected 0 to 8 hours after an oral dose of 200-mg proguanil has been shown to be dependent on the CYP2C19 phenotype (137,189–194). Also, a good correlation ($r = 0.96$) was found between the urinary proguanil:cycloguanil MR and the formation clearance of 4-proguanil to cycloguanil (195), and an antimode of 10 was able to discriminate between EMs and PMs (190,192). However, in other studies this value did not necessarily separate the two phenotypes (191,193), and a better antimode was suggested to be 15 (196). More recent studies based on genotype:phenotype relationships have found a gene-dose effect in the proguanil MR (197,198). However, there was substantial overlap in the MR in subjects of different CYP2C19 genotypes (198), and it was difficult to define an exact antimode (197). Additional reservations about this phenotyping approach have also been expressed on the basis of the observation that no correlation was found between the proguanil MR and mephenytoin’s HI (199,200). This may reflect the fact that the cyclization of proguanil to cycloguanil is mediated not only by CYP2C19 but also by CYP3A (201). Such considerations indicate that the proguanil urinary MR approach may have limitations as the method of choice for CYP2C19 phenotyping.

VI. CYTOCHROME P450 2D6

CYP2D6 is the most thoroughly investigated human CYP isoform because of its genetic polymorphism and involvement in the metabolism of many drugs of clinical importance. Accordingly, a plethora of reports and reviews addressing various aspects of the enzyme have been published (202,203). The genetic polymorphism was discovered independently by three groups of investigators, two studying the metabolism of debrisoquine (204,205) and another interested in sparteine (206). With both drugs, a bimodal frequency distribution was observed in the urinary excretion of measured metabolites and unchanged drug, and the subgroups were termed EMs and PMs. More recently, based on genetic analysis, an “intermediate” metabolizer (IM) phenotype has been defined (207), and in addition, “ultrarapid” metabolizers (UMs) have been described (208). The molecular genetic bases of the CYP2D6 polymorphism are now well established. Currently, some 48 mutations resulting in 53 alleles are known and additional rare ones continue to be identified (203,207,209). However, the five most common alleles represent over 95% of the variants (209), and a formal nomenclature scheme has been adopted (210). Many types of null mutations result in impaired CYP2D6 activity, and homozygosity is associated with the PM
phenotype, e.g., CYP2D6*3, CYP2D6*4, CYP2D6*5, and CYP2D6*6. Other variant alleles, such as CYP2D6*9, CYP2D6*10, and CYP2D6*17, lead to an enzyme with reduced catalytic activity compared with the wild-type allele (CYP2D6*1). Finally, gene duplication and amplification up to 13 copies (CYP2D6*2XN, where N indicates the number of genes) is associated with ultrarapid metabolism (210).

Considerable heterogeneity is present in the frequencies of these various alleles in different worldwide populations, dependent on racial/geographic factors (203,207). Consequently, the frequencies of CYP2D6 phenotypes differ among these groups. Most information is available on the PM phenotype, which is present in about 4–10% (mean 7.4%) of populations of European descent (160). By contrast, a lower frequency, 0.6–1.5%, has been observed in Southeast Asians, such as Japanese (165), Chinese (166), and Koreans (167). Also, the population distribution curve of CYP2D6 activity is shifted to the right in Chinese and Koreans, compared with Caucasians, as a consequence of the lower frequency of CYP2D6*4 and the increased prevalence of CYP2D6*10 alleles. In general, a similar low phenotypic frequency also appears to be the case with populations of African descent, due to the fact that CYP2D6*17 is more common than CYP2D6*4 (211–213). However, considerable heterogeneity also appears to be present among various African populations (sec. VI.E).

A large number of drugs, estimated to be over 50, have been shown to be metabolized by CYP2D6. These include, for example, β-adrenoceptor blockers (metoprolol, propranolol, timolol), antiarrhythmic agents (sparteine, propafenone, mexilitene, encainide, flecainide), antidepressants (tricyclics, selective serotonin reuptake inhibitors), neuroleptics (haloperidol, perphenazine, thioridazine, zuclopenthixol), opioids (codeine, dihydrocodeine, dextromethorphan), amphetamines (methamphetamine, methylenedioxymethylamphetamine—"ecstasy," fenfluramine), and various other drugs (202). Although such drugs exhibit diverse chemical structures, a critical characteristic appears to be a basic nitrogen atom, which is ionized at physiological pH and interacts with an aspartic acid residue in the active site of CYP2D6. In the cases where CYP2D6-mediated metabolism is of major importance in the overall elimination of a drug, differences in drug disposition and pharmacokinetics is present between the two phenotypes, and this may be quite marked (202). The clinical consequences in PMs of such differences (202) include a higher propensity to develop adverse drug reactions following a conventional dose or a reduced clinical effect because an active metabolite is not formed, e.g., the conversion of codeine to morphine (214). In addition, therapeutic failure may occur in UMs as a result of inefficacious drug levels (215). These clinical considerations and general interest in the CYP2D6 genetic polymorphism have resulted in the development and application of a number of in vivo probes for assessing the enzyme’s activity.
A. Sparteine

A polymorphism in sparteine metabolism was initially identified because of the involvement of CYP2D6 in the formation of 2- and 5-dehydrosparteine (206). This led to the development of a urinary MR type of phenotypic trait measure (sparteine:dehydrosparteines) based on a 0- to 8-hour or 0- to 12-hour urine collection following oral administration of 100-mg sparteine. Such a phenotyping approach is robust and has been applied to several thousand individuals. An antimode value greater than 20 appears to reliably distinguish PMs from EMs. More recently, subphenotyping within the conventional EM phenotype has been suggested (2). For example: a sparteine MR of 2 to 20 reflects the IM phenotype, who are generally CYP2D6*2/CYP2D6 null heterozygotes; a value from 0.2 to 2 is indicative of wild-type homozygotes and some heterozygotes; and values below 0.2 are usually associated with UMs who have duplicated/amplified genes. However, overlap in the trait values between the various subphenotypic groups does not permit any useful predictability of genotype from the sparteine MR, or vice versa.

Unfortunately, sparteine is not marketed and approved for clinical use in many countries, including North America and the United Kingdom, and analytical reference compounds required for the GLC analytical procedure are not readily available. Accordingly, the use of sparteine for CYP2D6 phenotyping has had limited use outside a small number of mainly European investigators.

B. Debrisoquine

CYP2D6 mediates the alicyclic hydroxylation of debrisoquine at the 1-, 3-, and 4-positions (216). However, formation of 4-hydroxydebrisoquine is quantitatively the most important of these pathways, accounting for between 1% and 30% of an administered dose, depending on genotype, and the metabolite is almost exclusively of the S-enantiomer configuration (19). This urinary metabolic profile led to the empirical development of the commonly used CYP2D6 trait measure of the zero- to eight-hour urinary MR (debrisoquine:4-hydroxydebrisoquine) determined following an oral 10-mg dose of debrisoquine (204,205). An alternative “urinary recovery ratio” [4-hydroxydebrisoquine: (debrisoquine + 4-hydroxy-debrisoquine)] has also been used, but to a far lesser extent (21,35). In most populations, a MR above 12.6 has generally been used to discriminate PMs from EMs. Also, within the latter phenotype, there is a general trend for the MR to decrease as the number of functional alleles increases, and IM (2.0–12.6), EM (0.1–2.0), and UM (<0.1) subphenotypes may be defined (19,217). However, there is considerable overlap in the phenotypic trait value between the various subgenotypes, so the debrisoquine MR cannot be used to identify a particular genotype, and vice versa.

Thousands of individuals worldwide have been phenotyped with debrisoquine. This extensive experience by numerous investigators has established that
it is safe even in PMs, and it provides a reproducible and robust method for determining in vivo CYP2D6 activity (170). Moreover, the MR appears to be sufficiently sensitive to modulation of CYP2D6 activity for it to be used to identify determining factors (202). However, a significant practical problem associated with debrisoquine (Declinax®, Hoffman La-Roche, Nutley, New Jersey, U.S.) is its lack of availability and regulatory approval in several countries, including the United States. As a result, alternative drugs suitable for in vivo CYP2D6 phenotyping in such places have been investigated.

C. Metoprolol

Over 95% of an administered dose of metoprolol is metabolized in humans to a number of metabolites, including α-hydroxymetoprolol, which accounts for up to 10% of the eliminated dose (218). Considerable interindividual variability is present in the β-adrenoceptor blocker’s oral clearance, and this was found to be determined by the CYP2D6 polymorphism as assessed by debrisoquine (219) and sparteine MRs (220). These observations led to the development and application of a zero- to eight-hour urinary metoprolol:α-hydroxymetoprolol MR approach for CYP2D6 phenotyping following an oral dose of 100-mg metoprolol tartrate (221, 222). A good correlation was observed between this ratio and the debrisoquine MR, with an antimode value of about 12.5, clearly separating EMs from PMs. Although metoprolol’s urinary excretion may be affected by urinary pH (218) and the drug’s metabolism exhibits stereoselectivity (223), neither of these factors appears to be an important variable in the trait measure, which has been shown to be reproducible with respect to phenotypic assignment (220). A single-point, 3-hr postdose metabolic ratio approach has also been suggested based on its good agreement with the equivalent urinary trait measure (224); however, its use has been limited.

Despite the relative safety of metoprolol and its general availability for clinical studies, the metoprolol metabolic ratio has been used to only a limited extent as an in vivo probe for assessing CYP2D6 activity. Such use has been directed mainly toward the investigation of racial/geographic differences in CYP2D6 and the dissociation between measures of such activity provided by different in vivo probes (Sec. VI.E). One reason for this limited use has been the application of an even safer and more widely used drug for phenotyping purposes, namely, dextromethorphan.

D. Dextromethorphan

Dextromethorphan (3-methoxy-17-methylmorphinan) is a widely used and effective non-narcotic antitussive. After oral administration, it is rapidly and extensively metabolized in humans by O- and N-demethylation to form dextrorphan and 3-methoxymorphinan; a small amount of secondary metabolite, 3-hydroxymorphinan, is also formed. N-Demethylation is mediated mainly by
CYP3A, whereas the formation of the major metabolite, dextrorphan, is determined by CYP2D6 (38). This dependency led to the suggestion that the conversion of dextromethorphan to dextrorphan could be used to assess in vivo CYP2D6 activity (225). Moreover, its high safety profile and global availability would permit its universal application, even in subjects where use of unapproved drugs like sparteine and debrisoquine was not possible (e.g., children, pregnant women).

A 0–8-hr urinary metabolic ratio (dextromethorphan:dextrorphan) is usually used as the trait measure following an oral dose of 15-40 mg dextromethorphan hydrobromide in a solid dosage form or as cough syrup. Because dextrorphan is conjugated prior to excretion, hydrolysis of the urine by pretreatment with (β-glucuronidase is usually performed, although some investigators have suggested that this may not be necessary (226). Using the conventional approach, an antimode of 0.3 is able to discriminate between EMs and PMs (225). Pharmacokinetic studies have substantiated that the urinary metabolic ratio reflects the plasma levels of the unchanged drug to its metabolite (227), and possible factors affecting the trait measure have been investigated (228). It is also possible to determine a single time-point, dextromethorphan metabolic ratio in plasma within 2–5 hr after an oral dose or in a 6-hr saliva sample (229,230); however, neither of these alternative approaches has been widely used.

In general, excellent agreement has been obtained between CYP2D6 phenotypic assignment based on the use of dextromethorphan compared to debrisoquine, both in vitro (231,232) and in vivo (38,225,233). Furthermore, concordance between EM and PM CYP2D6 genotypes and dextromethorphan’s metabolic ratio has more recently been established (217,233–235). On the other hand, this trait measure appears less suitable for defining subphenotypes within the EM phenotype, since there is considerable overlap in the trait value between the groups (217). Accordingly, it is not possible to identify ultrarapid or intermediate metabolizers. However, the dextromethorphan urinary metabolic ratio is modulated by factors that alter CYP2D6 activity, such as inhibition by quinidine and substrates like selective serotonin-reuptake inhibitors (236,237).

E. Correlations Between Different CYP2D6 Probes

In populations of European descent, good agreement in the CYP2D6 phenotype has generally been found regardless of the particular in vivo probe that has been used. For example, a high correlation ($r = 0.81$) was observed in a white British population between the MRs of debrisoquine and metoprolol (221). In Japanese, similar good relationships ($r = 0.78–0.83$) were obtained between alternative probes (238). However, discordances have been noted in other populations, especially African. For example, in Ghanaians and Zambians much lower correlations ($r = 0.41$ and $0.60$) were found between the urinary MRs of sparteine, metoprolol, and debrisoquine (239,240). Also, in another study the correlation
between the MRs of debrisoquine, sparteine, and dextromethorphan were considerably weaker in Ghanaians compared with Caucasians and Chinese (241). Moreover, no polymorphism was apparent in the population distribution curve in Nigerians using either debrisoquine or sparteine (212,242), and no significant relationship \( r = 0.31 \) was found between debrisoquine and sparteine MRs (243). Studies in black Africans of the Venda have also indicated dissociations between the various in vivo CYP2D6 probes, namely, a log-normal distribution of the sparteine MR with no evidence of a PM subgroup, whereas phenotyping with debrisoquine identified a 4% prevalence of this phenotype (244,245). However, the metoprolol MR indicated a PM incidence of 7.4% (246). Similarly, only 1 of 18 PMs in a San Bushmen population in South Africa phenotyped with debrisoquine (247) were subsequently found to have impaired metabolism of metoprolol (246), and a similar discordance was noted in Zimbabweans (211). It has been speculated that such dissociations might reflect poor patient compliance with the clinical protocol or that the antimode value established in populations of European descent does not always apply to other populations. However, a more likely explanation, which is also consistent with the shift to the right of the frequency distribution curve of the phenotypic trait measure in African populations compared with those of European descent, involves differences in allele frequency, especially CYP2D6*17. This variant allele, which expresses a protein with reduced catalytic activity compared with the wild-type gene (248,249), is not present in Europeans but is common among black African populations (203,207,248). Significantly, such decreased CYP2D6 activity is associated with reduced affinity for some CYP2D6 substrates and altered substrate specificity (249), which could also account for the insensitivity of Africans to the effect of quinidine on CYP2D6 (241). Alternatively, a presently unidentified CYP2D6 variant may be present in such populations.

In summary, any of the described in vivo probes and associated trait measures provide safe, simple, and practical approaches for identifying CYP2D6 EMs and PMs, and these have been validated and successfully applied by numerous investigators, especially in non-African populations. The choice of probe depends mainly on the local regulatory situation and the availability of the particular drug and its metabolites. Debrisoquine and sparteine appear to be more suitable than dextromethorphan for subphenotyping within the EM population. However, in neither case does it appear possible to identify an individual’s genotype on the basis of the subphenotypic trait value. Just as important is the reverse situation, namely, the CYP2D6 genotype does not predict the level of CYP2D6 catalytic activity within EMs, which can be established only by phenotyping. Likewise, modulation of such activity requires the use of an in vivo probe, and all three of the widely used approaches appear to be sufficiently sensitive for this purpose. The situation in various African and possibly other populations (250,251) is less clear because of the high prevalence of CYP2D6*17, which appears to have different substrate and inhibitor specificities than other allelic variants. As a result, identification of
PMs in such groups by phenotyping is not as clear-cut as in European- and Southeast Asian-derived populations; this problem is compounded by the low prevalence of this subgroup in these populations. This would appear to be one situation in which putative classification as a PM requires confirmation by genotyping.

VII. CYTOCHROME P450 2E1

CYP2E1 is importantly involved in the metabolic activation of a large number of environmental xenobiotics many of which have carcinogenic or toxic effects, for example, N-nitrosamines, benzene, styrene, and halogenated hydrocarbons. Thus, along with CYP2A6 (sec. IV) this isoform is considered to be important in the etiology of and individual susceptibility to disease states associated with exposure to such agents. CYP2E1 also mediates the metabolism of a small number of drugs, which include ethanol, acetaminophen, chlorzoxazone, and certain fluorinated anesthetic agents (44,252). The regulation of CYP2E1 is complex and can be affected by both physiological and exogenous factors, such as drug-induced inhibition and induction. Thus, in vivo CYP2E1 activity varies quite markedly within a population, with the basal variability being about four- to fivefold; however, this can be greater if obese individuals and chronic alcoholics are included (25,28). In addition, CYP2E1 activity is normally distributed; to date, no evidence of polymorphism or rare individuals with unexplained impairment have been described (28).

Several genetic polymorphisms have been identified in the CYP2E1 gene (253–256). This has led to considerable speculation regarding their possible involvement as risk factors in, for example, alcoholic liver disease and cancer. Efforts to address such issues are complicated by the fact that the frequencies of the polymorphisms vary substantially according to the racial/geographic characteristics of the study population. As a result, such molecular epidemiological findings have become controversial, since the resulting data are often conflicting and suffer from low statistical power. The latter problem also applies to population studies attempting to relate genotype to phenotype. In general, CYP2E1 activity as measured both in vitro (256–259) and in vivo (28,259,260) by the 6-hydroxylation of chlorzoxazone does not appear to be under genetic regulation by the various identified allelic variants. However, a recent study investigating the Rsal restriction fragment length polymorphism in the 5'-regulatory sequence of the CYP2E1 gene (C1019T) found that chlorzoxazone's oral clearance was greatest in homozygous wild-type individuals (c1/c1) and decreased with the number of variant c2 alleles (261). However, the difference in CYP2E1 activity between the two homozygous groups was less than twofold. In addition, a recent report has described a further mutation in the 5'-regulatory region that appears to be involved in the inducibility of CYP2E1 activity (255). It is also not clear what role, if any, such genetic factors may have in the 30–40% lower CYP2E1 activity
noted in populations of Japanese ancestry and possibly other Southeast Asians compared with those of European descent (259,261).

The only in vivo probe developed and used for assessing human CYP2E1 activity has been chlorzoxazone, based on the finding that this isoform selectively mediates the drug’s 6-hydroxylation (262). Subsequent studies also found that CYP1A1 was able to catalyze this reaction (263,264); however, this is not a constitutive isoform, and its affinity for chlorzoxazone is much less than that of CYP2E1. Accordingly, its overall role in vivo is likely to be very minor (264). This probability is supported by the observation that chlorzoxazone’s metabolism is similar in nonsmokers and smokers in whom CYP1A1 would be expected to be induced (25). Preliminary in vitro evidence has been presented showing that recombinant CYP1A2 also mediates chlorzoxazone’s 6-hydroxylation (265), but this has not been confirmed (264). Similarly, it is not clear whether CYP3A has a role in the in vivo formation of chlorzoxazone’s 6-hydroxy metabolite as has been suggested by studies in vitro (266). Overall, the current available evidence indicates that the in vivo 6-hydroxylation of chlorzoxazone in humans is predominantly, if not exclusively, mediated by CYP2E1, and its measurement provides a valid estimate of the enzyme’s activity.

Chlorzoxazone [5-chloro-2(3H)-benzoxazolone] is a skeletal muscle relaxant that has been approved for clinical use for over 40 years. Single-dose (250 mg) oral administration is safe and well tolerated, and 6-hydroxylation is the major pathway of elimination, accounting for about 50–80% of the dose (25,28). This metabolite is rapidly conjugated; therefore, determination of its concentration in either plasma or urine requires pretreatment with either β-glucuronidase or acid, respectively (25,267,268). The gold standard for assessing CYP2E1 activity is estimation of chlorzoxazone’s fractional oral clearance to its 6-hydroxy metabolite, following an overnight fast, based on determination of the drug’s plasma level-time profile over eight hours and measurement of the metabolite’s 0- to 8-hour or 0- to 12-hour urinary recovery (28,259,269). Because ethanol is an inhibitor of CYP2E1, while present in the body and an inducer after chronic use, it is important that alcoholic beverages not be consumed for about 72 hours prior to phenotyping. Such a clearance approach has been validated in humans by a number of studies demonstrating that factors known to alter CYP2E1 activity in animals or in vitro also modulate chlorzoxazone’s clearance in an appropriate fashion. These include mechanism-based inhibition by disulfiram (269), chlormethiazole (270), and phytochemicals in watercress (271), as well as induction by obesity (267) and pre treatment with isoniazid (272,273). Importantly, the last interaction is masked by the antitubercular agent’s inhibition of CYP2E1 while it is present in the body. In contrast to findings in animals, fasting over 36 hours reduces CYP2E1 activity compared with a standard 8- to 12-hour overnight fast (267). The main practical disadvantage of this clearance approach is the need to obtain multiple blood samples over eight hours to define the plasma concentration–time profile along with collection of urine for 8 to 12 hours. Because 6-hydroxylation is the major
route of elimination of chlorzoxazone, use of the probe’s oral clearance is probably as informative as the formation clearance estimate. Besides simplifying the phenotyping procedure, another advantage of this latter trait measure is that it reduces the error of the value’s estimation associated, for example, with incomplete collection of urine. However, extensive blood sampling is still required; for this reason, a simpler MR approach has been advocated. Chlorzoxazone is generally rapidly absorbed, with a peak value approximately two hours after oral administration, and plasma levels of the 6-hydroxy metabolite are detectable prior to this time (25,28). Thus, a single-time-point, plasma MR (6-hydroxychlorzoxazone:chlorzoxazone) is readily determinable. Different investigators have used different times to determine this trait measure. Many employ a value determined two hours after oral chlorzoxazone administration, based on a high correlation ($r = 0.88$) between it and the clearance of chlorzoxazone to its 6-hydroxy metabolite (25,268). Also, the ratio of the areas under the plasma concentration–time curves for the chlorzoxazone and its 6-hydroxy metabolite has been found to correlate with the MR (25). Others have suggested that a four-hour sampling time point is more optimal and similarly have reported a high correlation (0.89) between the two trait measures (26). However, in larger population studies such correlations have been found to be much lower; for example, $r = 0.42$ to 0.53 (28). Nevertheless, chlorzoxazone’s plasma MR undoubtedly reflects CYP2E1 activity and is reduced by inhibition, e.g., chlorothiazole (274) and liver disease (275,276), and increased by induction, e.g., ethanol (25,277). Moreover, it has been demonstrated to provide a simple method for investigating temporal aspects associated with changes in CYP2E1 activity, as, for example, following the effects of ethanol withdrawal in chronic alcoholics (277).

Phenotypic trait measures based solely on the urinary excretion of 6-hydroxychlorzoxazone have also been reported based on the amount of metabolite excreted in zero to eight hours (278), or a “hydroxylation index” approach (279), or estimating the elimination half-life of the metabolite (280). However, the validity of these approaches is highly questionable, so they have not been widely applied.

**VIII. CYTOCHROME P450 3A**

The human CYP3A subfamily includes at least three functional proteins, CYP3A4, CYP3A5, and CYP3A7; however, the last one is not found in significant amounts in adults. The substrate specificities of CYP3A4 and CYP3A5 are in general similar, although some important distinctions do exist; for example, erythromycin and quinidine do not appear to be metabolized by CYP3A5, although they are good CYP3A4 substrates (44,281). Because of this and the current difficulty in distinguishing between the individual CYP3A isoforms, which may be present in different amounts in the same tissue, they are collectively referred to as CYP3A. Importantly, CYP3A is the most abundant of
all of the human CYP isoforms and constitutes, on average, about 30% of total CYP protein in the liver. CYP3A is also present in the small intestinal epithelium, particularly in the apical region of mature enterocytes at the tip of the microvillus, where it accounts for about 70% of total CYP protein and is present at about 50% of the hepatic level. Catalytic activity, mainly associated with CYP3A5, is also present in the kidney (44,281).

The substrate specificity of CYP3A is very broad; accordingly, an extremely large number of structurally divergent chemicals are metabolized by a variety of different pathways, often in a regio- and stereoselective fashion (44). Estimates, based primarily on in vitro studies, suggest that the metabolism of about 40–50% of drugs used in humans involves CYP3A, and frequently such biotransformation is extensive. Moreover, because of its localization in the intestinal epithelium and liver, CYP3A is an important factor in the first pass metabolism of drugs following their oral administration (282). A further characteristic of CYP3A is the large interindividual variability in activity, which reflects both genetic and environmental factors. Basal variability appears to be about fivefold, but this range can be significantly increased by inhibition or induction. In this respect, CYP3A is extremely prone to both types of interactions (281). Furthermore, the distribution of CYP3A activity is unimodal, and to date no evidence of a functional polymorphism has been reported. Recently, it has been recognized that the substrate/inhibitor specificity of CYP3A overlaps with that of the membrane efflux transporter termed P-glycoprotein (283). However, this overlap is not complete, and it is probably a fortuitous one that reflects the broad substrate specificities of the individual proteins (284). In fact, several important CYP3A substrates, such as nifedipine and midazolam, are not transported by P-glycoprotein (284). Nevertheless, the colocalization of the two proteins at important sites for drug disposition, such as the enterocyte and hepatocyte, results in an interrelationship that functions in a concerted fashion to reduce the intracellular drug concentration. Thus, the hepatic elimination, for example, of erythromycin—a substrate for both P-glycoprotein and CYP3A—is determined by both proteins. In addition, the coadministration of two CYP3A substrates can result in drug interactions that reflect inhibition of metabolism alone, reduced P-glycoprotein efflux only, or a combination of both effects (281).

The overall importance of CYP3A in human drug metabolism and the propensity of this isoform’s activity to be readily modulated by drug interactions have resulted in considerable effort to identify a suitable in vivo probe. In principle, any of the many drugs metabolized by CYP3A could be used to determine the enzyme’s activity in the body. This, of course, is the approach used to determine whether a significant interaction occurs between a specific CYP3A substrate and a known inhibitor or inducer. On the other hand, investigation of whether a new drug candidate interacts with CYP3A and studying determinants of the enzyme’s activity require a more focused approach. It is now recognized that measurement of the endogenous 6-β-hydroxylation of cortisol
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does not fulfill this requirement (sec. I), and therefore alternative approaches have been investigated (285).

A. Dapsone

Dapsone (4,4'-diaminodiphenylsulfone) has been widely used for phenotyping with respect to acetylation by NAT-2; however, the drug is also N-hydroxylated. Formation of the hydroxylamine metabolite by human liver microsomes was found to be selectively mediated by CYP3A (286); this led to the development of a zero- to eight-hour urinary metabolic recovery ratio approach [dapsone hydroxylamine:(dapsone + dapsone hydroxylamine)] to quantitatively assess this pathway of metabolism (287,288). Subsequently, the trait measure has been applied as part of a cocktail approach (35) in a number of studies investigating the putative role of CYP3A as a risk factor in cancer (289–291) and other disease states (288,292,293).

Attempts to correlate the dapsone recovery ratio to other measures of CYP3A activity have, however, been disappointing (11,294). This lack of success is not surprising, since it is now recognized that several CYP isoforms besides CYP3A contribute to dapsone’s N-hydroxylation, including CYP2E1 (295) and CYP2C9 (296). Furthermore, CYP3A is involved to a major extent only at high concentrations that are not achieved in vivo (295). Additionally, it has been found that the dapsone urinary recovery ratio is not altered by pretreatment with ketoconazole, even though this markedly affects CYP3A activity as measured by the erythromycin breath test (297). Collectively, this evidence strongly suggests that the dapsone recovery ratio is not a useful trait measure to selectively measure CYP3A activity. Nevertheless, there may be some merit in continuing its use as an in vivo probe in certain types of investigations, since a high trait value appears to be associated with a reduced risk of developing aggressive bladder cancer (289–291).

B. Erythromycin

CYP3A selectively N-demethylates erythromycin, and if [14C]-N-methyl drug is used, the carbon of the methyl group is eventually excreted as 14CO2. Measurement of radioactivity present in a breath sample collected after intravenous administration and expressing this as a fraction of the dose excreted per hour is the basis of the erythromycin breath test (285). Since the first introduction of this phenotyping procedure, the sampling schedule has changed from multiple collections over one to two hours (31,298,299) to a single sample 20 minutes after drug administration (300–303). Considerable validation and application of this simple and rapid phenotyping approach have been reported (31,285,298–304), and there is no question that the erythromycin breath test provides a measure of CYP3A activity under certain circumstances and for some types of investigation.
A limiting factor of this breath test is that it appears to measure only CYP3A4-mediated metabolism and not that involving CYP3A5; thus, overall CYP3A activity is underestimated, especially in the 25–30% of individuals with significant hepatic levels of this isoform (281). More important, however, is the fact that the erythromycin breath test reflects predominantly CYP3A4 activity only in the liver and, therefore, metabolism in the intestinal tract is not measured. This is an obvious limitation with respect to an orally administered drug and may account, in part, for the relatively poor correlation between this trait measure and the oral clearance of several other CYP3A substrates (10,11,294). Similar poor relationships have also been observed with regard to the breath test and the systemic clearance of drugs that are CYP3A substrates (12,305), which is somewhat unexpected, since the intravenous route of administration is common to both these estimates of drug metabolism. It is, therefore, unclear what the erythromycin breath test is exactly measuring. Clearly this is not erythromycin’s clearance or the CYP3A-mediated formation clearance to the N-demethylated metabolite, since the antibiotic’s half-life is one to two hours and breath sampling is at 20 minutes. The recent findings that erythromycin is a substrate for P-glycoprotein (284,306) and that this probably contributes to the significant biliary excretion of erythromycin (307) further complicate the situation.

Despite these questions and limitations, the erythromycin breath test provides a practical and useful means of assessing CYP3A activity, especially in studies involving its potential modulation. For example, serial monitoring of relative CYP3A activity has proven of importance in the drug development process for identifying whether a drug candidate or a new drug affects CYP3A activity and would, therefore, potentially produce a drug interaction with other CYP3A substrates. Even though the findings reflect only hepatic CYP3A4, there should be sufficient evidence that an interaction does (302,304,308) or does not (309,310) occur. Only in the former situation would further targeted studies with additional CYP3A substrates be necessary. However, the need for an in vivo probe that takes into account the CYP3A activity involved in presystemic metabolism related to the oral first-pass effect has led to the investigation of approaches other than the erythromycin breath test.

C. Midazolam

In humans, midazolam is rapidly and almost completely metabolized to its primary 1'-hydroxy metabolite and, to a much lesser extent, to 4-hydroxymidazolam. Both of these pathways are selectively mediated by CYP3A (311,312). In addition, both intestinal and hepatic microsomes exhibit high midazolam hydroxylation activity, which in the case of the liver is significantly correlated with the drug’s systemic clearance (313). Moreover, scale-up of such in vitro measures (282) was found to provide an excellent prediction of the in vivo extraction ratios of the two organs (313,314). Liver dysfunction markedly impairs midazolam’s elimination (315,316), and plasma levels during the anhepatic phase of liver
transplantation are elevated (317). A further characteristic of midazolam’s metabolism is that it is readily altered by administration of known CYP3A inhibitors (e.g., azole antifungal agents, certain macrolide antibiotics, HIV protease inhibitors, and grapefruit juice) and inducing agents (e.g., anticonvulsants and rifampin) (281). Collectively, these characteristics fulfill most of the criteria usually accepted for validation of an in vivo probe (sec. II.C).

A plasma-metabolic-ratio (l’-hydroxymidazolam:midazolam) approach based on a single-time-point value at 30 minutes following an intravenous dose of the probe has been considered as a possible simple phenotypic trait value (313,318). However, this trait measure now appears to be less valid and useful than originally suggested (314). Accordingly, a clearance approach is currently the only available way to assess CYP3A activity with this in vivo probe. Ideally, a formation clearance, involving measurement of the amount of l’-hydroxy metabolite formed and eliminated as conjugate in the urine, provides the gold standard. However, simply using the drug’s plasma clearance without partitioning this into its individual pathways would also appear to be a valid approach, since midazolam’s metabolism and systemic elimination appear to be predominantly, if not exclusively, mediated by CYP3A.

Since midazolam’s elimination half-life is only one to two hours, phenotyping consists of determining the drug’s plasma concentration-time curve by obtaining multiple samples for 6 to 8 hours following administration of a suitable dose and, if required, a 0- to 8-hour or 0- to 12-hour urine collection. If midazolam is given by the oral route, then the measure of CYP3A activity reflects both intestinal and hepatic CYP3A activity. Thus, the phenotypic trait allows quantification of CYP3A function in a way that can be related to therapeutic situations involving oral drug administration. So long as the oral midazolam dose is 5 to 7.5 mg, adverse effects associated with the drug’s sedative effect are generally minimal, unless CYP3A activity is impaired, when a lower dose should be used. Significantly, midazolam’s oral clearance is very sensitive to modulation of CYP3A and, therefore, is capable of detecting small changes/differences in the level of activity. For example, rifampin pretreatment was found to reduce the area under the drug’s plasma concentration–time curve by 96% (319), whereas ketoconazole increased this parameter by 15-fold (320). Accordingly, the full range of CYP3A activity that is possible in vivo is several 100-fold. Moreover, more modest changes (281), including no effect at all (321–323), can be readily detected.

Midazolam may also be safely administered in doses below about 2 mg by the intravenous route, but in some subjects this is accompanied by mild sedation, which requires appropriate clinical monitoring. Thus, estimation of the drug’s systemic clearance resulting from CYP3A-mediated metabolism is possible, and in contrast to the drug’s oral clearance, this measure appears to reflect predominantly hepatic elimination; i.e., the contribution of extrahepatic CYP3A is relatively small (317). This probably reflects the fact that intestinal CYP3A is localized in the apical region of the enterocytes and, therefore, access of drug in
the systemic blood is limited. Moreover, midazolam is extensively bound to plasma proteins (>98%), which further impairs midazolam’s distribution to this site. Accordingly, a second CYP3A trait measure is available that focuses mainly on the enzyme’s activity in the liver. By appropriate analysis of both of these clearance values determined in the same individual, it is possible to further characterize CYP3A activity by estimating the separate contributions of the intestine and the liver to the overall metabolism of midazolam (314). These two clearance estimates may be obtained by serially administering midazolam by the two routes of administration on separate occasions. However, a more desirable approach, which removes any error associated with intrasubject variability in CYP3A activity, employs the simultaneous administration of a stable-labeled $[^{15}N_3]$ form of the drug along with unlabeled drug by the other route. Recent applications of this elegant approach have found that CYP3A in the intestine contributes almost equally to midazolam’s first-pass metabolism after an oral dose (314). Also, the inhibition of CYP3A activity by pretreatment with clarithromycin affects mainly the intestinal enzyme, which in turn is the major determinant of the drug’s interindividual variability and not hepatic CYP3A activity (324). The potential to obtain further mechanistic understanding about drug-drug interaction involving CYP3A using this approach would appear to be considerable.

Both the erythromycin breath test and estimation of the oral and/or intravenous clearances of midazolam appear to provide practical and useful information of the in vivo level of CYP3A activity. However, it is clear that these different phenotypic trait values reflect different aspects of such activity. Accordingly, selection of the more appropriate approach depends to a large extent on the particular question being addressed. In general, the erythromycin breath test provides a simple but relative measure that is well suited for temporal monitoring of hepatic CYP3A4 activity, as would be applicable to detect alterations in this enzyme’s activity associated with inhibition or induction caused by a drug interaction. On the other hand, the use of midazolam provides a more absolute measure, and, in the case of the drug’s oral clearance, this finding can be quantitatively extrapolated to other CYP3A substrates when these are used in a therapeutic situation. Attempts have been successfully made to combine the use of the two in vivo probe drugs by administering them concurrently (325). However, the simultaneous administration of midazolam by the oral and intravenous routes would appear to be a more rigorous and informative approach (314,324), providing the necessary analytical instrumentation is available.

IX. PERSPECTIVES

Over the past decade, considerable progress has occurred in the development and application of in vivo probes suitable for assessing the catalytic activity of individual CYP isoforms in human subjects. CYP2C19 and CYP2D6 have benefited most from this effort, which has focused mainly on phenotypic
classification because of the extremely large interindividual variability in enzyme activity across the population distribution curve, i.e., from ultrarapid/extensive to PMs. It is likely that a similar level of investigation will occur with the other isoforms that have more recently been shown to have rare or polymorphic variant alleles, e.g., CYP2A6, CYP2C9, and CYP2E1. Undoubtedly, molecular genetic approaches will continue to identify new genomic polymorphisms for these and possibly other CYP isoforms, similar to the situation that has been found with the more established genetic polymorphisms. A future critical issue, therefore, will be to establish any functional significance of these mutant alleles by appropriate in vitro approaches and, importantly, to confirm that a genotype:phenotype relationship exists and is important in the in vivo setting. Such studies will be facilitated by the availability of new, simple, reliable, and valid phenotypic trait measures for the isoforms of interest.

In general, the in vivo activity of most of the characterized and expressed CYP isoforms that are important in the metabolism of drugs and other xenobiotics of toxicologic interest can currently be assessed, at least at the level of the whole organism. The exception is CYP2B6; an isoform whose role and importance in the metabolism of xenobiotics has yet to be adequately defined. Recent studies suggest that CYP2B6 may be more important than previously considered, despite the fact that it is a minor hepatic CYP (326,327). However, identification of a selective probe, even for in vitro studies, has been problematic (326,328), although the N-demethylation of S-mephenytoin to nirvanol shows promise in this regard (328,329). Unfortunately, the substrate concentrations used with this putative probe make it unsuitable for in vivo phenotyping, since they are rarely encountered in humans (329). CYP2B6 was the only one of 10 recombinant expressed human CYP isoforms able to trans-hydroxylate the investigational drug RP73401 (330). Since this is the primary route of metabolism of this compound in vivo, it is possible that a suitable phenotypic trait measure for CYP2B6 could be developed using RP73401, if the drug becomes clinically available.

All of the available in vivo probes and associated trait measures appear to be sufficiently sensitive and suitable for evaluating changes/differences in the particular isoform’s level of activity. Accordingly, they may be applied to investigating the presence or absence of a drug interaction and provide insight into its mechanism. Selection of the most appropriate approach, when several in vivo probes or trait measures are available for a particular isoform, depends to a large extent on the purpose of the study. Indirect trait values based on a single point determination such as a saliva/plasma/urine MR are well suited to screening studies designed to answer the question of whether an interaction occurs or not. Incorporating several in vivo probes into a cocktail strategy further facilitates this goal. On the other hand, more quantitative questions related to the extent to which metabolism is inhibited or induced and to sites of interaction (intestine versus liver) may require the use of trait values based on more direct measures, such as clearance approaches. Regardless, interpretation of any change in
the trait measure is critically dependent on an understanding of its basis and limitations. Finally, it should be appreciated that the in vivo evaluation of enzyme activity is in most cases complementary to information obtained by applying the approaches of molecular genetics. However, it has the added advantage that it also reflects the contributions of other determinants, including the effects of environmental factors and disease states; moreover, in many instances, phenotyping has direct therapeutic relevance.
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I. INTRODUCTION

During the last 20 years, the general problem of pharmacokinetic drug interactions has received increasing attention. Over this period a number of new and unique classes of medications have been introduced into clinical practice. These include the selective serotonin reuptake inhibitor (SSRI) and related mixed-mechanism antidepressants, novel azole antifungal agents, newer macrolide antimicrobial agents, and the highly active antiretroviral therapies (HAART) used against human immunodeficiency virus (HIV) infection and the acquired immunodeficiency syndrome (AIDS). While these and other classes of agents have had a major beneficial impact of the therapy on some serious and life-threatening illnesses, many of the agents have the secondary pharmacologic property of inducing or inhibiting the human cytochrome P450 (CYP) enzymes responsible for oxidative metabolism of most drugs used in clinical practice (Table 1) (1–14). As such, pharmacokinetic drug interactions have become a clinical issue of increasing concern.

One principal objective of the drug development process is the generation of scientific information on drug interactions so that treating physicians will have the data necessary to proceed with safe clinical treatment involving more than
one medication. However, complete attainment of this objective is seldom possible, because the number of possible drug interactions is very large, and time and resources available for implementation of controlled clinical pharmacokinetic studies are inevitably limited. Some needed drug interaction studies will therefore be postponed until after a new drug is marketed, and some studies may

### Table 1

**Representative Drugs Having Large and Clinically Important Effects on the Human CYP Enzymes**

<table>
<thead>
<tr>
<th>Inhibition of</th>
<th>Induction of</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Azole antifungals</strong></td>
<td></td>
</tr>
<tr>
<td>Ketoconazole</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Itraconazole</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Fluconazole</td>
<td>CYP3A, CYP2C9</td>
</tr>
<tr>
<td>Voriconazole</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Terbinafine</td>
<td>CYP2D6</td>
</tr>
<tr>
<td><strong>Antidepressants</strong></td>
<td></td>
</tr>
<tr>
<td>Fluoxetine</td>
<td>CYP2D6</td>
</tr>
<tr>
<td>Paroxetine</td>
<td>CYP2D6</td>
</tr>
<tr>
<td>Fluvoxamine</td>
<td>CYP1A2, CYP2C19</td>
</tr>
<tr>
<td>Nefazodone</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Bupropion</td>
<td>CYP2D6</td>
</tr>
<tr>
<td><strong>Anticonvulsants</strong></td>
<td></td>
</tr>
<tr>
<td>Carbamazepine</td>
<td>CYP3A</td>
</tr>
<tr>
<td><strong>Anti-infectives</strong></td>
<td></td>
</tr>
<tr>
<td>Erythromycin</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Clarithromycin</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Ciprofloxacin</td>
<td>CYP1A2</td>
</tr>
<tr>
<td>Rifampin</td>
<td>CYP3A</td>
</tr>
<tr>
<td><strong>Viral protease inhibitors</strong></td>
<td></td>
</tr>
<tr>
<td>Ritonavir</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Saquinavir</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Amprenavir</td>
<td>CYP3A</td>
</tr>
<tr>
<td><strong>Nonnucleoside reverse transcriptase inhibitors</strong></td>
<td></td>
</tr>
<tr>
<td>Delavirdine</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Nevirapine</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Efavirenz</td>
<td>CYP3A</td>
</tr>
<tr>
<td><strong>Cardiovascular agents</strong></td>
<td></td>
</tr>
<tr>
<td>Quinidine</td>
<td>CYP2D6</td>
</tr>
<tr>
<td>Diltiazem</td>
<td>CYP3A</td>
</tr>
<tr>
<td>Verapamil</td>
<td>CYP3A</td>
</tr>
</tbody>
</table>

*Abbreviation: CYP, cytochrome P450.*
be bypassed altogether. As such, in vitro data are becoming increasingly important as an approach to identifying which drug interactions are probable, possible, or unlikely, and thereby allow more informed planning of actual clinical studies (1,2,4,6,15–28).

II. CLINICAL CONSIDERATIONS IN EVALUATION OF DRUG INTERACTIONS

A. Nomenclature

A useful although legalistic nomenclature system refers to the agent causing the drug interaction as the “perpetrator,” while the drug being affected by the interaction is the “victim” (Fig. 1). A pharmacokinetic drug interaction implies that the perpetrator causes a change in the metabolic clearance of the victim, in turn either decreasing or increasing concentrations of the victim drug in plasma and presumably also at the site of action (29). This change may or may not alter the clinical activity of the victim drug. A pharmacokinetic interaction “variant” is one in which the perpetrator does not change the systemic clearance or plasma

![Figure 1](image_url)  
**Figure 1** Schematic representation of the mechanism of pharmacokinetic drug interactions. Plasma concentrations of the “victim” drug are determined by its dosing rate and metabolic clearance. Plasma levels, in turn, determine drug concentrations at the receptor site and ultimately its pharmacodynamic effect. A pharmacokinetic drug interaction involves the effect of the “perpetrator” on the metabolic clearance of the victim. When the perpetrator is an inducer, clearance of the victim is increased, plasma levels are diminished, and pharmacological effect is reduced. Conversely, when the perpetrator is an inhibitor, clearance of the victim is reduced, plasma levels are increased, and pharmacodynamic effect is enhanced.
levels of the victim, but rather modifies the access of the victim to its pharmacologic receptor site. A familiar example is the antagonism of benzodiazepine activity by flumazenil; a less familiar example is benzodiazepine receptor antagonism by ketoconazole (30).

A pharmacodynamic interaction involves either inhibition or enhancement of the clinical effects of the victim drug as a consequence of similar or identical end-organ actions. Examples are the increase or decrease of the sedative-hypnotic actions of benzodiazepine agonist drugs due to coadministration of ethanol or caffeine, respectively (31,32).

B. Inhibition vs. Induction of Metabolism

Mechanistically different processes are involved in drug interactions involving inhibition as opposed to induction of metabolism mediated by CYP enzymes (Table 2) (15–28,33–37). Chemical inhibition is an immediate phenomenon. The effect becomes evident as soon as the inhibitor comes in contact with the enzyme and is in principle reversible when the inhibitor is no longer present (an exception is “mechanism-based” inhibition, see chap. 11) (38–42). The magnitude of inhibition—that is, the size of the interaction—depends on the concentration of the inhibitor at the intrahepatic site of enzyme activity relative to the intrinsic potency of the inhibitor. Inhibition potency can be measured using in vitro systems, yielding quantitative estimates such as the inhibition constant ($K_i$) or the 50% inhibitory concentration (IC$_{50}$). Methods of calculating $K_i$ and IC$_{50}$, including the limitations and drawbacks inherent in the calculations, are reviewed elsewhere (15–28). Our current technological capacity to determine $K_i$ or IC$_{50}$ using in vitro systems is more advanced than our understanding of how to apply the numbers to quantitative predictions of drug interaction in vivo, which require knowledge of the effective concentration of inhibitor that is available to the enzyme. A generally applicable scheme to relate total or unbound plasma concentrations of inhibitor in the systemic or portal circulation to effective enzyme-available concentrations has not been

| Table 2 Mechanistic Comparison of CYP Inhibition and Induction |
|---------------------|---------------------|
| **Inhibition**       | **Induction**        |
| Mechanism            | Direct chemical     | Indirect effect through enhanced production of CYP protein |
| Onset and reversibility | Rapid             | Slow |
| Immediate exposure   | Needed             | Not needed |
| Prior exposure       | Not needed          | Needed |
| In vitro study       | Straightforward     | Difficult |

Abbreviation: CYP, cytochrome P450.
established. It is now abundantly clear based on numerous examples that the theoretical assumption of equality of unbound systemic plasma concentrations and enzyme-available intrahepatic concentrations is incorrect in reality and will frequently yield underestimates of observed in vivo drug interactions by as much as an order of magnitude or even more (15–17,23,25,43–45). Modified scaling models have recently been proposed in which the inhibitor concentration available to the enzyme is postulated to be the estimated maximum unbound inhibitor concentration at the inlet to the liver—that is, in the portal vein (23,25). Although this is reported to yield some improvement in the predictive validity of the model, the overall predictive accuracy continues to be unsatisfactory.

Induction of CYP-mediated metabolism requires prior exposure of the hepatocyte's CYP-synthesis mechanism to a chemical inducer. The inducer signals the synthetic mechanisms to upregulate the production of one or more CYP isoforms, a process that takes time. Consequently, evidence of increased CYP activity is of slow onset following initiation of exposure to the inducer, and conversely slowly reverts to baseline after the inducer is removed (46,47). Enhancement of CYP expression/activity due to chemical induction therefore reflects prior, but not necessarily current, exposure to the inducer. Nuclear receptors, such as the pregnane X receptor (PXR) and the constitutive androstane receptor (CAR), have been identified as key elements in the process of transcriptional activation (48–56).

The quantitative extent of CYP induction depends on the dosage (concentration) of the inducer and on the duration of exposure. However, the induction process, in contrast to inhibition, is not as straightforward to study in vitro, since induction requires intact cellular protein synthesis mechanisms as available in cell culture models (57–62).

Inducers and inhibitors of CYP3A can be expected to influence both hepatic and gastrointestinal CYP3A (see chap. 10), although not necessarily to the same extent (2,63). Nonetheless, profound changes in both hepatic and gastrointestinal CYP3A will be caused by very strong inhibitors (such as ketoconazole or ritonavir) (2,63–65) or very strong inducers (such as rifampin) (3,12). A potentially complex situation arises for drugs such as ritonavir that are both inhibitors and inducers of CYP3A. In principle, interactions of ritonavir with CYP3A substrate drugs could be time dependent, with initial exposure producing CYP3A inhibition (64,65), but with CYP3A induction during extended exposure counterbalancing the inhibitory effects of acute exposure. However, it is now established that with extended exposure to ritonavir, the inhibitory effect predominates over any induction that may have occurred (66–69).

C. Clinical Importance of Drug Interactions

Given the prevalence of polypharmacy in clinical practice, noninteractions of drugs are far more common than interactions (70). The usual outcome of
coadministration of two drugs is no detectable pharmacokinetic or pharmacodynamic interaction. That is, the pharmacokinetic disposition and clinical activity of each drug proceed independent of each other. Less common is the occurrence of a kinetic interaction. That is detectable using controlled study design methods but is of no clinical importance under usual therapeutic circumstances because (1) the interaction, while statistically significant, is not large enough in magnitude to produce a clinically important change in dynamics of the victim drug; (2) the therapeutic index of the victim drug is large enough that even a substantial change in plasma levels of the victim will not alter therapeutic effects or toxicity; or (3) kinetics and response to the victim drug is so variable that changes in plasma levels due to the drug interaction are far less important than inherent variability. Even less common are clinically important interactions that require modification in dosage of the perpetrator, the victim, or both. The most unusual consequence of a drug interaction is a situation in which the drug combination is so hazardous as to be contraindicated, as in the case of ketoconazole and terfenadine (71). These situations are rare, but unfortunately they receive disproportionate attention in the public media.

Many secondary sources are available to clinicians as guidelines to anticipate and avoid drug interactions. These compendia often serve as excellent and comprehensive collections of published data on drug interactions, but they generally are less helpful to clinicians in critically sorting out the literature and deciding what interactions are actually of real concern in the course of drug therapy. A useful general guideline for clinicians is that drug interactions are more likely to be important when (1) the perpetrator drug produces a very large change in the kinetics and plasma levels of the victim drug, that is, the perpetrator is a powerful inducer or inhibitor and (2) the therapeutic index of the victim is narrow. The first is exemplified by powerful inducers or inhibitors of CYP3A (ketoconazole, ritonavir, rifampin) coadministered with CYP3A substrates (72), or powerful inhibitors of CYP2D6 (quinidine, fluoxetine, paroxetine) coadministered with CYP2D6 substrates. The second case is exemplified by victim drugs such as phenytoin, warfarin, and digoxin, for which small changes in plasma levels could have important clinical consequences.

The intrinsic kinetic properties of the victim drug also influence the potential clinical consequences of an interaction. For orally administered medications that undergo significant presystemic extraction, impairment of clearance by a CYP inhibitor may produce increases in bioavailability (reduced presystemic extraction) as a consequence of reduced clearance. The effects may be particularly dramatic for CYP3A substrates (such as triazolam, midazolam, or buspirone) that undergo both hepatic and enteric presystemic extraction. As an example, coadministration of the CYP3A inhibitor ketoconazole with triazolam produced very large increases in area under the plasma concentration–time curve.
and increases in peak plasma concentration ($C_{\text{max}}$) of triazolam (73,74) (Fig. 2). Cotreatment of ketoconazole with alprazolam, also a CYP3A substrate, produced a large increase in AUC for alprazolam (74). However, alprazolam is a low-extraction compound with bioavailability ordinarily in the range of 90% (75). As such, the reduction in alprazolam clearance caused by ketoconazole was evident mainly as prolonged elimination half-life but without a significant change in $C_{\text{max}}$.

III. INTEGRATING KINETIC AND DYNAMIC STUDY OBJECTIVES

A. Background

Clinical pharmacokinetic drug interaction protocols increasingly incorporate pharmacodynamic endpoints into the study design such that the dynamic
consequences of drug interactions may be estimated concurrently with the usual pharmacokinetic outcome measures. The level of complexity of an integrated kinetic-dynamic study depends on the nature of the pharmacodynamic actions of the drug under study as well as the type of pharmacodynamic outcome measures that are required. A number of methodological principles and dilemmas are illustrated by kinetic-dynamic design options for drug interaction studies involving sedative-hypnotic and anxiolytic drugs acting on the γ-aminobutyric acid (GABA)-benzodiazepine receptor system (76). For this category of drugs, a variety of outcome measures is available, but the approaches may differ substantially in their relevance to the principal therapeutic actions of the drug, the stability of the measure in terms of response to placebo or changes caused by practice or adaptation, the objective or subjective nature of the quantitative assessment, and the comparability of results across different investigators and different laboratories (Table 3). The extent to which the various pharmacodynamic measures provide unique information, as opposed to being overlapping or redundant, is not clearly established. For this reason, most kinetic-dynamic studies of GABA-benzodiazepine agonists utilize multiple parallel dynamic outcome measures.

Table 3 Options for Pharmacodynamic Endpoints in Kinetic-Dynamic Studies of GABA-Benzodiazepine Agonist Drugs

<table>
<thead>
<tr>
<th>Classification (with examples)</th>
<th>Relevance to primary therapeutic action</th>
<th>Influence of placebo</th>
<th>Influence of adaptation/practice</th>
<th>&quot;Blind&quot; conditions needed</th>
<th>Quantitative approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjective</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global assessments, rating scales</td>
<td>Close</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Transformation of ratings into numbers</td>
</tr>
<tr>
<td>Semi-objective</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychomotor function tests, memory tests</td>
<td>Linked to adverse effect profile</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Test outcomes are quantitative</td>
</tr>
<tr>
<td>Objective</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electroencephalography</td>
<td>Not established</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Fully objective computer-determined quantitation</td>
</tr>
</tbody>
</table>
B. Clinical Application

The kinetic and dynamic interaction of the triazolobenzodiazepine triazolam with various macrolide antimicrobial agents illustrates a number of these principles (77). The “victim” drug in this model, triazolam, is established as a relatively “pure” substrate for human CYP3A isoforms (73) and has been extensively prescribed in clinical practice as a hypnotic agent. The principal biotransformation pathways for triazolam involve parallel hydroxylation at two sites on the molecule, yielding α-OH-triazolam and 4-OH-triazolam as principal metabolites. Previous studies have established that triazolam biotransformation is strongly inhibited in vivo and in vitro by CYP3A inhibitors such as ketoconazole,itraconazole, ritonavir, and nefazodone (2,65,73,74,78,79). Some, but not all, of the macrolide antimicrobial agents also are CYP3A inhibitors (11,13,14). The mode of inhibition by this class of compounds is described as “mechanism based,” in that the parent compound binds to the metabolically active site on the CYP3A enzyme yielding a metabolic intermediate that irreversibly inactivates the enzyme (39–42). Mechanism-based inhibition of enteric CYP3A by natural substances contained in grapefruit juice also explains pharmacokinetic drug interactions involving grapefruit juice and certain CYP3A substrate drugs that ordinarily undergo presystemic extraction by CYP3A isoforms present in the mucosa of the small bowel (80–82). These inhibitors, chemically classified as furanocoumarins (of which the most important is 6',7'-dihydroxybergamottin), irreversibly inactivate enteric CYP3A (80–89). Recovery from inhibition depends on the normal process of enzyme turnover and regeneration (83). It is of interest that other fruit beverages, such as pomegranate juice, that do not contain irreversible furanocoumarin inhibitors also do not cause clinically important interactions with CYP3A substrate drugs, even though the beverage may cause reversible inhibition of CYP3A based on in vitro models (90).

The following study of a drug interaction with macrolide antimicrobial agents illustrates the link between in vitro and in vivo findings as well as methods to define the pharmacodynamic consequences of a pharmacokinetic interaction (77). For the in vitro model, varying concentrations of four macrolide antimicrobial agents [troleandomycin (TAO), erythromycin, clarithromycin, azithromycin] were preincubated with liver microsomes and appropriate cofactors, followed by addition of a fixed concentration (250 μM) of triazolam, a substrate used to profile CYP3A activity. At the completion of the 20-minute incubation period, samples were processed and concentrations of α-OH- and 4-OH-triazolam determined by high-performance liquid chromatography (63,73,77). Rates of formation of the metabolites with coaddition of inhibitor were expressed as a percentage of the control velocity with no inhibitor present. The reaction velocity ratio versus inhibitor concentration
relationship was used to determine a 50% inhibitory concentration (IC_{50}) (63). TAO, erythromycin, and clarithromycin all produced significant in vitro inhibition of triazolam hydroxylation and would appear to have the potential to produce a significant interaction with triazolam in vivo (Fig. 3). However, azithromycin was a very weak inhibitor of triazolam in vitro and is anticipated to produce no significant interaction in vivo.

The clinical pharmacokinetic-pharmacodynamic study had a double blind, randomized, five-way crossover design, with at least seven days elapsing between trials. Twelve healthy volunteers participated and the treatment conditions were:

1. Triazolam placebo plus macrolide placebo
2. Triazolam (0.125 mg) plus macrolide placebo
3. Triazolam (0.125 mg) plus azithromycin

Figure 3 Rates of formation of 4-OH-triazolam from triazolam (250 μM) by human liver microsomes in vitro. Each point is the mean (±SE) of four microsomal preparations. Reaction velocities when preparations were preincubated with the macrolide agents are expressed as a percentage of the control velocity with no inhibitor present (inhibitor = 0). Mean IC_{50} were TAO, 3.3 μM; erythromycin, 27.3 μM; clarithromycin, 25.2 μM; azithromycin, >250 μM. Abbreviations: IC_{50}, 50% inhibitory concentrations; TAO, troleandomycin. Source: Adapted, in part, from Ref. 77.
4. Triazolam (0.125 mg) plus erythromycin
5. Triazolam (0.125 mg) plus clarithromycin

Dosage schedules of the coadministered macrolides were chosen to be consistent with usual dosage recommendations (Fig. 4).

Following each dose of triazolam (or placebo to match triazolam), multiple venous blood samples were drawn over a period of 24 hours and multiple pharmacodynamic testing procedures were performed. These included subjective measures (observer’s ratings and subjects’ self-ratings of sedation and mood), a semiobjective measure of psychomotor performance (the digit-symbol substitution test, or DSST), and the fully objective quantitative of electroencephalographic (EEG) amplitude falling in the “beta” (13–30 cycles per second) frequency range (66,73,74,76,91–97). Note that for purposes of a kinetic-dynamic study of a CNS-active agent, Trial A is necessary, whereas for a purely pharmacokinetic study, Trial A would not be necessary. Even so, the five-way crossover design still does not rule out the possibility, although very unlikely, of CNS pharmacodynamic effects attributable to the macrolide agents alone. This would have required three additional trials—triazolam placebo plus azithromycin, triazolam placebo plus erythromycin, and triazolam placebo plus clarithromycin.
Triazolam plasma concentrations were determined by gas chromatography with electron capture detection (73,95). The pharmacokinetic results demonstrated that mean clearance during Trials B and C were nearly identical (413 and 416 mL/min, respectively); that is, coadministration of azithromycin had no effect on the pharmacokinetics of triazolam (Fig. 5). However, triazolam clearance was significantly reduced to 146 mL/min by erythromycin (Trial D) and to 95 mL/min by clarithromycin (Trial E). Thus, the in vivo kinetic results are highly consistent with the in vitro data.

The pharmacodynamic data indicated that the benzodiazepine agonist effects of triazolam plus placebo (Trial B) and of triazolam plus azithromycin (Trial C) were similar to each other and greater than the effects of placebo plus placebo (Trial A). However, coadministration of erythromycin (Trial D) or

**Figure 5** Mean plasma TRZ concentrations following a single 0.125-mg oral dose of TRZ administered in Trials B, C, D, and E, as described in the text and in Fig. 4. **Abbreviations**: TRZ, triazolam; CLAR, clarithromycin; ERY, erythromycin; AZ, azithromycin; PL, placebo. **Source**: From Ref. 77.
Figure 6  Mean changes over baseline in observer-rated sedation during each of the five trials, as described in the text and in Fig. 4. Abbreviations: TRZ, triazolam; CLAR, clarithromycin; ERY, erythromycin; AZ, azithromycin; PL, placebo. Source: From Ref. 77.

Figure 7  Mean changes over baseline in scores on the DSST during each of the five trials, as discussed in the text and in Fig. 4. Abbreviations: DSST, digit-symbol substitution test; TRZ, triazolam; CLAR, clarithromycin; ERY, erythromycin; AZ, azithromycin; PL, placebo. Source: From Ref. 77.
clarithromycin (Trial E) augmented the pharmacodynamic effects of triazolam when compared with Trials B and C. The outcome was similar based on subjective measures, a semiobjective measure (the DSST), or the fully objective measure (the EEG) (Figs. 6–8). Kinetic-dynamic modeling indicated that the augmentation in benzodiazepine agonist effects of triazolam caused by coadministration of erythromycin or clarithromycin was fully consistent with the increase in triazolam plasma concentrations (Fig. 9). As anticipated, there was some redundancy among the various pharmacodynamic measures, in that the changes in these outcome measures at corresponding times were significantly intercorrelated (Fig. 10).
IV. COMMENT

The basic and clinical scientific issues underlying pharmacokinetic drug interactions are becoming increasingly complex as polypharmacy becomes more common and more drugs with enzyme-inducing or enzyme-inhibiting properties are introduced into clinical practice. A well-planned, integrated approach is needed to address the clinical problems. Ideally, the approach should incorporate the collaborative participation of individuals with expertise in molecular pharmacology, cytochrome biochemistry, in vitro metabolism, clinical pharmacokinetics-pharmacodynamics, and clinical therapeutics. The ultimate goal should be the informed and safe use of drug combinations in clinical practice.

Figure 9  Mean changes over baseline in percentage of EEG amplitude falling in the beta frequency range (normalized for placebo-associated changes) in relation to mean plasma TRZ concentrations at corresponding times. The line represents a function of the form $y = Bx^d$ determined by nonlinear regression. Abbreviations: EEG, electroencephalographic; TRZ, triazolam. Source: From Ref. 77.
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I. INTRODUCTION

Change in one or more safety and efficacy outcomes of a drug by concomitant administration of another drug that interacts with it has become of increasing interest in the last decade. This increased interest has arisen in part because of many documented adverse clinical consequences of drug-drug interactions, coupled with improved understanding as to their cause. Interest in drug-drug interactions has also increased because of the rise in polypharmacy, where patients may take many drugs in the course of a day. The following regimen would not be uncommon today in patients over 50 years of age—one or more antihypertensive agents, aspirin, a lipid-lowering drug, a hypnotic, an antihistamine, an antidepressant, one or more oral hypoglycemics, a proton pump inhibitor, an NSAID, and, if the patient is female, a drug to prevent osteoporosis and hormone replacement therapy might be used. Depending on various short-term conditions, an antibiotic or antifungal might be used.

To avoid serious harm, health care practitioners must be aware of and manage potential important interactions. To provide optimum information in product labeling for practitioners and patients, drug development and regulatory
scientists should work cooperatively to ensure that each approved new drug is well characterized with respect to its metabolic or transport vulnerability as a substrate and its action as an inhibitor or inducer (1). Further, product labeling for older drugs should be updated as additional information about their potential for being a part of important drug-drug interactions becomes available.

Pharmacokinetic drug-drug interactions result from alteration in the dose/systemic exposure relationship, as reflected in a blood or plasma concentration–time curve, when an interacting drug induces or inhibits one or more routes of elimination or transport of a substrate drug. Inhibition of metabolism may be associated with increased blood levels and pharmacological activity of the substrate, but if the substrate is a prodrug, pharmacological activity may be reduced; in some cases, when the parent drug and its metabolite have equal effects, there may be no change in pharmacological activity despite large changes in blood levels of parent and metabolite (Chaps. 1 and 15). The magnitude of clinical effect of an inhibitor depends on the magnitude of the effect of the inhibitor on clearance of the substrate, which in turn depends on the extent of inhibition and the extent to which the substrate is cleared by the affected pathway. A well-known interacting drug is ketoconazole, a powerful inhibitor of cytochrome P450 3A4 (CYP3A4) metabolism that has recently also been shown to inhibit transport mechanisms (2). Coadministration of ketoconazole or a similar drug, itraconazole, increases the blood levels of many drugs, including dihydropyridine calcium channel blockers, short-acting benzodiazepines, some HMG-CoA reductase inhibitors, astemizole, and cisapride (3–5). Drugs that induce metabolic pathways and reduce systemic exposure may result in loss of effectiveness (Chaps. 1 and 6).

While most literature reports have focused on metabolic drug-drug interactions involving the CYP enzyme systems, every possible clearance pathway for a substrate may be altered by an interacting drug, including active renal secretion, drug degradation in the gut, biliary excretion, and secretion based on cellular transport mechanisms (Chaps. 5, 8, and 12). Examples include the inhibition of the renal tubular secretion of penicillins by probenecid, which results in major increases in penicillin blood levels (6) or the increase in digoxin blood levels by the coadministration of quinidine, presumably by the inhibition of digoxin renal tubular secretion through inhibition of the P-glycoprotein (P-gp) transporter (7). While these nonmetabolic examples of drug-drug interactions may be common, clearance pathways by the CYP enzymes of the liver and gut have proved especially vulnerable. Many of the drug-drug interactions that result in large (>50%) changes in exposure do so through inhibition or induction of CYP enzymes in the liver or gut.

Less commonly recognized than pharmacokinetic interactions—perhaps because fewer studies have been performed to detect them—are pharmacodynamic drug-drug interactions, changes in response to a drug caused by alteration in exposure/response relationships. This type of drug-drug interaction may arise when the substrate and interacting drug affect the same physiological system or
when one drug prevents an appropriate response to the other. As an example of the former, both organic nitrates and sildenafil inhibit NO-mediated vasoconstriction and together cause marked hypotension (8). As an example of the latter, marked hypotension was observed in patients switched from the calcium channel blocker mibefradil to a dihydropyridine calcium channel blocker, apparently because residual mibefradil inhibited the usual compensatory tachycardia caused by the dihydropyridine. The effect may have been exaggerated by the increased levels of the dihydropyridine resulting from mibefradil’s inhibition of the CYP3A4 route of elimination (9). Both pharmacokinetic and pharmacodynamic drug-drug interactions should be considered when two or more drugs are administered concurrently.

The critical question in considering drug interactions is: Does the dose of a substrate drug need to be adjusted in the presence of the interacting drug? More specifically, is the pharmacokinetic and/or pharmacodynamic change in the substrate drug in the presence of the interacting drug of sufficient magnitude require adjustment of the substrate dose (or avoidance of the interacting drug)? If we are willing (as we generally are) to assume that exposure-response relationships for the substrate drug are undisturbed in the presence of a pharmacokinetically interacting drug and have a reasonable idea at what the exposure-response relationship is, then we can rely on the effect of the interacting drug on systemic exposure pharmacokinetic measures such as area under the plasma concentration–time curve (AUC) and $C_{\text{max}}$ and on whether other effect would lead to a clinical problem to determine whether the dose of the substrate needs to be altered in the presence of the interacting drug. Finally, how confident we need to be in the answer depends on the nature of interaction and the consequences of error. The larger question about what to do about a clinically important interaction has led to removal of substrates from the market (terfenadine, cisapride, astemizole), removal of a strong CYP3A4 inhibitor from the market, and many warnings and boxed warnings about the interactions and contraindication to concomitant use.

II. METHODS TO ASSESS DRUG-DRUG INTERACTIONS

Assessment of a potential drug-drug interaction begins with an understanding of the absorption, distribution, and elimination processes for both substrate and interacting drugs. On the basis of this information, the potential importance of one or more routes of elimination in contributing to a clinically important drug-drug interaction can be estimated. Even when a metabolic route is important for the elimination of a substrate and is affected by an interacting drug, additional studies may be needed to understand whether a metabolic drug-drug interaction has clinical impact. Various methods may be used to develop the requisite information, including in vitro studies, in vivo pharmacokinetic and pharmacodynamic studies, population pharmacokinetic studies, clinical safety and efficacy studies, and postmarketing observational studies. All of these approaches can generate useful information about potentially important drug-drug interactions.
and each has special strengths and limitations. Many of these approaches are described in FDA guidance for industry and updated recommendation in a recently established FDA Web site (10–12). Metabolic drug-drug interactions involving CYP3A4 may require special consideration because they may occur in the wall of the gastrointestinal tract and/or the liver. Interactions in the gastrointestinal tract can increase bioavailability, as reflected in $C_{\text{max}}$ and AUC, but may cause little or no effect on half-life. Interactions in the liver may have only a small effect on single-dose $C_{\text{max}}$, but may alter half-life and accumulation index. Interpretation of drug-drug interaction data is sometimes complicated when a substrate drug is actively transported from the serosal to the mucosal side of the gastrointestinal tract by transporters such as P-gp. Like CYP3A4, these transporters are subject to inhibition/induction.

### III. GENERAL APPROACHES

As discussed in section II, early in vitro and in vivo investigations can enhance the quality and efficiency of drug development, in some cases fully addressing a question of interest, and in others providing information to guide further studies (Chaps. 6 and 7). The early elucidation of drug metabolism, for example, permits in vitro investigations of drug-drug interaction that in turn provide information useful in guiding the clinical program and possibly avoiding some clinical studies. Metabolism data can also provide information on the relevance of preclinical metabolism and toxicological data and permit early identification of drugs that are likely to have large interindividual pharmacokinetic variability due to genetically determined polymorphisms in drug-metabolizing enzymes or drug-drug interactions. An integrated approach is most useful, one in which evidence for and against a drug-drug interaction is examined at all stages of drug development, including (1) preclinical in vitro human tissue studies of drug metabolism and drug-drug interactions to determine which in vivo studies should be conducted, (2) early-phase in vivo studies to assess the most important potential drug-drug interactions suggested by in vitro data, (3) late-phase drug development population pharmacokinetic studies to expand the range of potential interactions studied, including unexpected ones, and to allow examination of pharmacodynamic drug-drug interactions. The further sections of this chapter provide more specific information about these approaches.

#### A. In Vitro Methodologies

Pharmaceutical sponsors now frequently conduct in vitro studies in the preclinical phase of drug development programs to assess the contribution of CYP or other enzymes to the metabolic elimination of an investigational drug and the ability of an investigational drug to inhibit specific metabolic pathways. The utility of these studies has been enhanced by the availability of specific enzyme preparations, microsomal preparations, and liver cell preparations, together with
standard substrates and inhibitors/inducers. Information from in vitro metabolic studies can suggest not only that a substrate drug is or is not likely to be a candidate for certain metabolic drug-drug interactions but also whether a drug’s metabolism will be affected by genetic polymorphisms.

If a drug is not metabolized or its metabolism is not mediated by CYP enzymes, in vivo metabolic drug interactions with CYP enzyme inhibitors and inducers are not needed. If a drug does not inhibit any of the CYP enzymes, in vivo interaction studies with CYP substrate are not needed. Detection of the involvement of certain metabolic pathways, notably CYP1A2, CYP3A4, CYP2D6, CYP2B6, CYP2C8, CYP2C9, and CYP2C19, from in vitro studies suggests the possibility of important drug-drug interactions and usually results in significant effort to detect and define them. Thus, in vivo studies may be avoided through an in vitro study showing that an investigational drug’s metabolism is not affected by furafylline (CYP1A2), ketoconazole (CYP3A4), quinidine (CYP2D6), clopidogrel (CYP2B6), gemfibrozil (CYP2C8), sulfaphenazole (CYP2C9) (no potential effect on the substrate), and that the drug does not affect the metabolism of caffeine (CYP1A2), midazolam (CYP3A4), dextromethorphan (CYP2D6), efavirenz (CYP2B6), repaglinide (CYP2C8), S-warfarin (CYP2C9), or S'-mephenytoin (CYP2C19) (no potential inhibition/induction). The recently published FDA guidance for industry entitled Drug-Drug Interactions—Study Design, Data Analysis, and Implications for Dosing and Labeling (10) describes the techniques and approaches to in vitro study of metabolic-based drug-drug interactions, in vitro and in vivo correlations, the timing of these studies, and the labeling of drug products based on in vitro metabolism and drug-drug interaction data. This guidance emphasizes the value of in vitro studies in human biomaterials in ruling out important metabolic pathways in a drug’s metabolism or the possibility of the drug’s ability to affect certain enzyme systems.

Previous chapters have detailed the relative advantages and disadvantages of various in vitro techniques in providing information pertinent to drug-drug interactions. These include the following preparations:

1. Cellular-based in vitro models, such as isolated hepatocytes and precision-cut liver preparations
2. Subcellular elements, such as microsomes or S9 (cytosolic) fractions
3. Expressed human drug-metabolizing enzymes

These systems can be used to define a drug’s metabolic pathway, to assess its potential to inhibit the metabolism of other drugs, and to determine whether other drugs influence its metabolism.

The complex interrelationship of cellular transport mechanisms and drug-metabolizing enzymes, particularly CYP3A, in mediating systemic drug availability and drug-drug interactions is under increasing study. P-gp is the best-understood cellular transporter. It is abundantly present in the intestinal epithelium and serves as an efflux pump for a variety of drugs and xenobiotics. It
is also highly expressed in bile canaliculi, the apical membrane of the renal tubule epithelium and other tissues. Many inhibitors of P-gp also inhibit CYP3A metabolism, and many, although not all, substrates for CYP3A are also actively transported by P-gp. For this reason, the relative contribution of CYP and transporter effects to a drug-drug interaction may be difficult to quantify. In vitro models currently available allow investigation of transporter-mediated drug-drug interactions, including a human colon carcinoma cell line, Caco-2 (10).

B. In Vitro–In Vivo Correlation

A complete understanding of the relationship between in vitro findings and in vivo results of metabolism/drug-drug interaction studies is still emerging. Quantitative prediction of the magnitude of clinical drug-drug interactions based on in vitro methodologies has been the topic of numerous publications and is described in earlier chapters (Chaps. 5, 7, 10, and 11). Although excellent quantitative concordance of in vitro and in vivo results has been shown, in some cases in vitro data may also under- or overestimate the clinical effect (13), and at present an observed in vitro effect needs further elucidation in in vivo studies. The bases for in vitro/in vivo disassociations have been described and include

1. irrelevant substrate concentrations and inappropriate in vitro model systems,
2. mechanism-based inhibition,
3. activation/induction phenomena,
4. physical-chemical effects on absorption,
5. parallel elimination pathways that decrease the importance of the in vitro–assessed pathway, and
6. modulation of an important cellular transport mechanism.

C. Specific Clinical Investigations

If metabolism is an important mechanism of clearance and in vitro studies suggest that metabolic routes can be inhibited or that the drug may inhibit important clearance pathways of other drugs, in vivo studies are needed to evaluate the extent of these potential interactions. A recently published FDA guidance for industry entitled Drug-Drug Interaction Studies—Study Design, Data Analysis, and Implications for Dosing and Labeling (10) provides recommendations on study design, study population, choice of interacting drugs, route of administration, dose selection, and statistical considerations for clinical drug-drug interaction studies. As with in vitro studies, in vivo studies can often use a screening approach involving probe drugs. For example, if ketoconazole, a powerful CYP3A4 inhibitor, does not have a significant effect on the pharmacokinetics of a drug with some evidence of CYP3A4 metabolism in vitro, further interaction studies with other CYP3A4 inhibitors are not necessary. Similarly, if the drug does not affect the pharmacokinetics of a sensitive CYP3A4 substrate, such as midazolam, it will not pose problems with other CYP3A4-metabolized drugs. Where interactions are found, the studies of probe drugs and other drugs will provide a basis for specific recommendations on product labeling as to what
concomitant uses should be avoided or what dosage adjustments to make. A critical determination for substrate effects is the size of the effect, measured in the in vivo interaction study, and the importance of the effect. Thus, a 50% increase in blood levels of a well-tolerated drug with little dose-related toxicity may require no dosage adjustment. The same degree of increase for a drug with a narrow therapeutic range might require careful adjustment in dose or avoidance of coadministration. The issues in the areas of study design and data analysis are discussed in more detail in the following section.

If in vitro studies and other information suggest a need for in vivo metabolic drug-drug interaction studies, the following general issues and approaches should be considered. Depending on the study objectives, the substrate and interacting drug may be investigational agents or approved products.

1. Study Design

In general, interaction studies compare substrate levels with and without the interacting drug. Several different study designs have been used to study drug-drug interactions. Any may be suitable, depending on the specific objectives of the study and the desired outcome. The study may use a randomized crossover, a one-way (fixed sequence) crossover, or a parallel design. Depending on circumstances, the studies can use various durations of exposure for substrate and interacting drug: single dose/single dose, single dose/multiple dose, multiple dose/single dose, and multiple dose/multiple dose. The details of the study design depend on a number of factors for both the substrate and interacting drug, including (1) pharmacokinetic and pharmacodynamic characteristics of the substrate and interacting drugs; (2) the need to assess induction as well as inhibition (induction generally needs longer study duration); and (3) safety considerations, including whether the substrate is a narrow therapeutic range (NTR) or non-NTR drug. In general, the inhibiting/inducing drugs and the substrates should be dosed so that the exposure of both drugs is relevant to their clinical use. The following specific examples may be useful in choosing among study designs.

1. A substrate drug intended for chronic administration should generally be given until steady state is attained, with assessment of pharmacokinetics over one or more dosing intervals followed by administration of the interacting drug, which is also given until steady-state concentration is reached, again with collection of pharmacokinetic data on the substrate. The studies of erythromycin-terfenadine and ketoconazole-terfenadine interactions in healthy volunteers (14,15) are examples of this one-way, or fixed-sequence, crossover design.

2. If the substrate drug has a long half-life and accumulates, the probability of seeing an effect may be enhanced by giving the substrate drug as a single dose and the interacting drug as multiple doses. One example of this design
is the study of the effect of terfenadine on the pharmacokinetics of buspirone, a CYP3A4 substrate, where a randomized two-way crossover design was utilized (16). Note that although sensitivity to detecting inhibitory effect may be increased, it could be argued that effect on steady-state $C_{\text{max}}$ and AUC is more relevant.

3. When the substrate has complex metabolism (e.g., a long-acting active metabolite) or the interacting drug has a long half-life or active metabolite, attainment of steady state may pose problems. Multiple-dose studies would generally be necessary to ensure that relevant metabolites can be assessed and that the relevant dose of the interacting drug is used, but special approaches may also be useful. For example, a loading dose of the potential inhibitor may allow relevant levels to be obtained more rapidly and selection of a one-way (fixed-sequence) crossover or a parallel design, rather than a randomized crossover study design, may also help. Using a one-way crossover design, a recent study (17) showed that multiple-dose administration of sertraline inhibited the clearance of desipramine to a considerably greater extent than did a single-dose administration. The long half-lives and the nonlinear accumulation of sertraline and its desethyl metabolite, both of which are CYP2D6 inhibitors, appeared to have contributed to the higher exposure of these two components and thus greater inhibition effects after multiple dosing.

4. The dosing duration depends on whether inhibition or induction is to be studied. Inducers may take several days or longer to exert their effects, while inhibitors generally exert their effects more rapidly. For this reason, a more extended period of exposure to interacting drug may be necessary if induction is to be assessed. The study design should also allow assessment of how long the inhibition or induction effect will last after an interacting drug has been removed from the dosing regimen. This effect can be observed in the randomized crossover design and in the one-sequence or parallel designs by adding an additional period in which the interacting drug is withdrawn. A recent publication (9) describing serious adverse events (including one death) observed when dihydropyridine calcium channel blockers (CYP3A4 substrates) were given to patients immediately after mibefradil (a CYP3A4 inhibitor) was withdrawn illustrates the importance of this consideration. In this case, mibefradil both increased blood levels of the dihydropyridine and inhibited the increased heart rate needed to overcome the lowered blood pressure.

5. For an inhibitor drug that induces its own metabolism, a multiple-dose study design should be used so that the extent of interaction is not overestimated. Multiple doses of ritonavir have been shown to have smaller inhibitory effects on other CYP3A substrates (18,19) than a single dose. This inhibition may be partially explained by the lower exposure to ritonavir after multiple doses than after a single dose.

6. When a pharmacodynamic effect is also being measured, attainment of steady state for the parent or metabolite whose pharmacodynamic effects
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are being measured is important. In addition, inclusion of a period of the interacting drug alone in the sequence is often advisable so that its contribution to the pharmacodynamic effects can be assessed. For example, erythromycin is known to prolong QT intervals at some doses. The assessment of QT interval change due to substrate accumulation resulting from erythromycin inhibition of CYP3A4 metabolism cannot be evaluated without an erythromycin-alone group to examine the effect of erythromycin in the population.

7. Studies can usually be open label (unblinded), unless pharmacodynamic endpoints (e.g., adverse events whose interpretation is potentially subject to bias) are part of the assessment of the interaction.

2. Study Population

Clinical drug-drug interaction studies can generally be performed in healthy volunteers unless safety considerations preclude their participation. Sometimes, use of subjects/patients for whom the substrate drug is intended offers advantages, including the opportunity to study pharmacodynamic endpoints not present in healthy subjects. If metabolic polymorphisms for a pathway being studied exist, the availability of genotype or phenotype information may be important, as inhibitors or inducers may have no effect or little effect in poor metabolizers, an observation that is particularly important for substrates eliminated by the CYP2D6, CYP2C9, and CYP2C19 pathways.

3. Choice of Substrates and Interacting Drugs

While past experience (20,21) revealed a reasonable number of interaction studies with such drugs as digoxin and warfarin, the drugs used in these interaction studies generally did not reflect a clear understanding of interaction potential related to CYP enzyme inhibition. Improved understanding of the metabolic basis of drug-drug interactions allows the use of more informative approaches to choosing substrates and potential interacting drugs. Figure 1 describes a decision-making process (20) for the conduct of in vivo drug interaction studies once a new drug is characterized as a substrate for a particular metabolic pathway or an inhibitor of that pathway.

a. Investigational drug as an inhibitor or an inducer of CYP enzymes. In contrast to earlier approaches that focused mainly on a specific group of approved drugs (e.g., digoxin, hydrochlorothiazide) where coadministration was likely or the clinical consequences of an interaction were of concern, improved understanding of the mechanistic basis of metabolic drug-drug interactions allows more general approaches to, and conclusions from, specific drug-drug interaction studies. In studying an investigational drug as the interacting (inhibiting or inducing) drug, the choice of substrates (approved drugs) for initial
In vivo studies depends on the CYP enzymes affected by the interacting drug. In testing inhibition, the substrate selected should generally be one whose pharmacokinetics are markedly altered by coadministration of known specific inhibitors of the enzyme systems to assess the impact of the interacting investigational drug. Examples of substrates include (1) midazolam for CYP3A inhibition, (2) theophylline for CYP1A2 inhibition, (3) repaglinide for CYP2C8 inhibition, (4) warfarin for CYP2C9 inhibition (with the evaluation of S-warfarin), (5) omeprazole for CYP2C19 inhibition, and (6) desipramine for CYP2D6 inhibition (Table 1). Additional examples of substrates, along with inhibitors and inducers of specific CYP enzymes, are available on the FDA Web site (12). If the initial study shows that an investigation drug either inhibits or induces metabolism, further studies using less sensitive substrates, based on the likelihood of coadministration, may be useful. If the initial study is negative with
The most sensitive substrate, it can be presumed that less sensitive substrates will also be unaffected.

The FDA guidance proposed a classification of CYP inhibitors by magnitude of inhibition (1, 10, 12). As shown in Table 2, if an investigational drug increases the AUC of oral midazolam or other CYP3A substrates by fivefold or more, it can be considered a strong CYP3A inhibitor. If an investigational drug,
given at its highest dose and shortest dosing interval, increases the AUC of oral midazolam or other sensitive CYP3A substrates by between two- and fivefold, it can be considered a moderate CYP3A inhibitor. Finally, if an investigational drug, given at the highest dose and shortest dosing interval, increases the AUC of oral midazolam or other sensitive CYP3A substrates by between 1.25- and 2-fold, it can be considered a weak CYP3A inhibitor. When an investigational drug is determined to be an inhibitor of CYP3A, its interaction with sensitive

---

**Table 2** Classification of CYP Inhibitors

<table>
<thead>
<tr>
<th>CYP</th>
<th>Strong inhibitors (≥5-fold increase in AUC)</th>
<th>Moderate inhibitors (≥2 but &lt;5-fold increase in AUC)</th>
<th>Weak inhibitors (≥1.25 but &lt;2-fold increase in AUC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3A</td>
<td>Atazanavir, clarithromycin, indinavir,itraconazole, ketoconazole, nefazodone, nelfinavir, ritonavir, saquinavir, telithromycin</td>
<td>Amprenavir, aprepitant, diltiazem, erythromycin, fluconazole, fosamprenavir, grapefruit juice, verapamil</td>
<td>Cimetidine</td>
</tr>
<tr>
<td>1A2</td>
<td>Fluvoxamine</td>
<td>Ciprofloxacin, mexiletine, propafenone, zileuton</td>
<td>Acyclovir, cimetidine, famotidine, norfloxacin, verapamil</td>
</tr>
<tr>
<td>2C8</td>
<td>Gemfibrozil</td>
<td>Amiodarone, fluconazole, oxandrolone</td>
<td>Trimethoprim</td>
</tr>
<tr>
<td>2C9</td>
<td></td>
<td></td>
<td>Sulfapyrazone</td>
</tr>
<tr>
<td>2C19</td>
<td>Omeprazole</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D6</td>
<td>Fluoxetine, paroxetine, quinidine</td>
<td>Duloxetine, terbinafine</td>
<td>Amiodarone, sertraline</td>
</tr>
</tbody>
</table>

Please note the following:

- A strong inhibitor is one that causes a ≥fivefold increase in the plasma AUC values or more than 80% decrease in clearance of CYP substrates (not limited to sensitive CYP substrate) in clinical evaluations.
- A moderate inhibitor is one that causes a ≥two- but <fivefold increase in the AUC values or 50–80% decrease in clearance of sensitive CYP substrates when the inhibitor was given at the highest approved dose and the shortest dosing interval in clinical evaluations.
- A weak inhibitor is one that causes a ≥1.25- but <2-fold increase in the AUC values or 20–50% decrease in clearance of sensitive CYP substrates when the inhibitor was given at the highest approved dose and the shortest dosing interval in clinical evaluations.
- This is not an exhaustive list. For an updated list, see the following link [http://www.fda.gov/cder/drug/drugInteractions/default.htm](http://www.fda.gov/cder/drug/drugInteractions/default.htm)

*The effect of grapefruit juice varies widely.*

**Abbreviations:** CYP, cytochrome P450; AUC, area under the plasma concentration–time curve.
CYP3A substrates or CYP3A substrates with a narrow therapeutic range will need to be described in various sections of the labeling, as appropriate. Similar classifications of inhibitors of other CYP enzymes are also discussed in the guidance and the FDA Web site (10,12) and listed in Table 2.

When an in vitro evaluation cannot rule out the possibility that an investigational drug is an inducer of a CYP enzyme, an in vivo evaluation can be conducted using the most sensitive substrate (e.g., oral midazolam for CYP3A).

Simultaneous administration of a mixture of substrates of CYP enzymes in one study (i.e., a “cocktail approach”) in human volunteers is another way to evaluate a drug’s inhibition or induction potential (35), provided that the study is designed properly and the following factors are present: (1) the substrates are specific for individual CYP enzymes, (2) there are no interactions among these substrates, and (3) the study is conducted in a sufficient number of subjects. Negative results from a cocktail study can eliminate the need for further evaluation of particular CYP enzymes. However, positive results can indicate the need for further in vivo evaluation to provide quantitative exposure changes (such as AUC and $C_{\text{max}}$), if the initial evaluation only assessed the changes in the urinary parent to metabolite ratios.

b. Investigational drug as a substrate of CYP enzymes. In testing an investigational drug for the possibility that its metabolism is inhibited or induced (i.e., as a substrate), selection of the interacting drugs should be based on in vitro or in vivo studies identifying the enzyme systems that metabolize the drug. The choice of interacting drug can then be based on known, important inhibitors of the pathway under investigation. For example, if the investigational drug is shown to be importantly metabolized by CYP3A (the contribution of this enzyme to the overall elimination of this drug is >25% of the clearance pathway or is unknown), the choice of inhibitor and inducer could be ketoconazole and rifampin, respectively, because they are the strongest inhibitor and inducer, respectively, of the CYP3A pathway. If the study results are negative, then absence of a clinically important drug-drug interaction for the metabolic pathway would have been demonstrated. If the clinical study of the strong, specific inhibitor/inducer is positive, it should generally be determined in further clinical studies whether there is an interaction between the test drug and less potent specific inhibitors or inducers. If a drug is metabolized by CYP3A and its plasma AUC is increased fivefold or more by a CYP3A inhibitor, it is considered a sensitive substrate of CYP3A. Labeling would indicate that it is a “sensitive CYP3A substrate.” Its use with strong or moderate inhibitors might call for caution, depending on the drug’s exposure-response relationship. If a drug is metabolized by CYP3A and its exposure-response relationship indicates that increases in the exposure levels by the concomitant use of CYP3A inhibitors may lead to serious safety concerns (e.g., torsades de pointes), it is considered as a “CYP3A substrate with narrow therapeutic range.” Similar classifications of substrates of other CYP enzymes are also discussed in the guidance (10,12).
If an orally administered drug is a substrate of CYP3A and has low oral bioavailability because of extensive presystemic extraction contributed by enteric CYP3A, grapefruit juice may have a significant effect on its systemic exposure (21,22). Use of the drug with grapefruit juice may call for caution depending on the drug’s exposure-response relationship (23).

If a drug is a substrate of CYP3A, coadministration with St. John’s wort, a CYP3A inducer, can decrease the systemic exposure and effectiveness. St. John’s wort may be listed in the labeling along with other known inducers, such as rifampin, rifabutin, rifapentin, dexamethasone, phenytoin, carbamazepine, or phenobarbital, as possibly decreasing plasma levels.

If a drug is metabolized by a polymorphic enzyme (such as CYP2D6, CYP2C9, or CYP2C19), the comparison of pharmacokinetic parameters of this drug in poor metabolizers versus extensive metabolizers may indicate the extent of interaction of this drug with strong inhibitors of these enzymes, and make interaction studies with such inhibitors unnecessary. When the above study shows significant interaction, further evaluation with weaker inhibitors may be necessary.

There are situations when multiple-inhibitor studies may be appropriate (10,24). For example, the AUC of repaglinide increased 19-fold when taken with itraconazole and gemfibrozil together, while the AUC of repaglinide plasma levels only increased 1.4- and 8.1-fold, respectively, when taken with itraconazole or gemfibrozil separately. The large effect of coadministration of itraconazole and gemfibrozil on the systemic exposure (AUC) of repaglinide may be attributed to collective effects on both enzyme and transporters (10,24–26).

c. Investigational drug as an inhibitor or an inducer of P-gp transporter. In testing an investigational drug for the possibility that it may be an inhibitor/inducer of P-gp in vivo, digoxin or other known substrates of P-gp should be used.

d. Investigational drug as a substrate of P-gp transporter. In testing an investigational drug for the possibility that its transport may be inhibited or induced in vivo (as a substrate of P-gp), an inhibitor of P-gp should be studied. In cases where the drug is also a CYP3A substrate, inhibition should be studied by using a strong inhibitor of both P-gp and CYP3A.

e. Investigational drug as a substrate of other transporters. In testing an investigational drug for the possibility that its disposition may be inhibited or induced (i.e., as a substrate of transporters other than or in addition to P-gp), it may be appropriate to use an inhibitor of multiple transporters. Recent interactions involving drugs that are substrates for transporters other than or in addition to P-gp include some HMG-CoA reductase inhibitors, such as rosuvastatin and pravastatin.
4. Route of Administration

For an investigational agent used as either an interacting drug or substrate, the route of administration should generally be the one being studied in trials. If only oral dosage forms will be marketed, studies with an intravenous formulation are not usually necessary, although information from oral and intravenous dosings may be useful in discerning the relative contributions of alterations in absorption and/or presystemic clearance to the overall effect observed for a drug interaction. For example, the interaction studies of clarithromycin and intravenous or oral doses of midazolam enabled Gorski et al. to estimate the changes in the intestinal and hepatic availability of midazolam in the presence of clarithromycin (27). Sometimes the use of certain routes of administration may reduce the utility of information from a study. For example, intravenous administration of a substrate or inhibitor would not reveal an effect on intestinal CYP3A activity that markedly altered oral bioavailability.

5. Dose Selection

For both substrate and interacting drug, testing should maximize the possibility of finding an interaction. In general, the maximum doses of the interacting drug should be used. Doses smaller than those to be used clinically may be needed for substrates on safety grounds and should provide an adequate assessment of an interaction. The differential effects of different doses of ritonavir on the plasma levels of saquinavir (18) demonstrate the dose effect of an interacting drug.

6. Endpoints

The following measures and parameters are recommended to assess changes in substrate pharmacokinetic endpoints: (1) systemic exposure measures, such as AUC, \( C_{\text{max}} \), time to \( C_{\text{max}} \) (\( T_{\text{max}} \)), and others as appropriate; and (2) pharmacokinetic parameters, such as clearance, volumes of distribution, and half-lives. In some cases, these measures may be of interest for the inhibitor or inducer as well, notably where the study is intended to assess possible interactions between both study drugs. Additional measures may help in steady-state studies (e.g., trough concentration, \( C_{\text{min}} \)) to demonstrate that dosing strategies were adequate to achieve steady state before and during the interaction. In certain instances, an understanding of the relationship between dose, blood levels, and response may lead to a special interest in particular pharmacokinetic measures/parameters. For example, if a clinical outcome is most closely related to peak concentration (e.g., tachycardia with sympathomimetics), \( C_{\text{max}} \) or another early exposure measure might be most appropriate. Conversely, if the clinical outcome is related more to extent of absorption, AUC would be preferred. A CDER/CBER guidance for industry (34) provides considerations in the evaluation of exposure-response relationships. In certain instances, reliance on endpoints in addition to pharmacokinetic measures/parameters may be useful. Examples include international
normalized ratio (INR) measurement (when studying warfarin interactions) or QT interval measurements.

IV. REGULATORY CONSIDERATIONS

Information gathered in properly conducted in vitro and clinical studies of drug metabolism, drug absorption, and drug-drug interactions provides critical data for drug development decisions. For example, early knowledge that a candidate drug with a relatively narrow therapeutic range has high interindividual variability in pharmacokinetics because of oxidative metabolism by a polymorphically distributed CYP enzyme might influence the decision to invest in further development. Increasingly, also, these factors can affect the regulatory decision to approve such a drug and/or how it is labeled. Section 505 of the Food Drug and Cosmetic Act requires that, for approval, a drug must be demonstrated to be both effective and safe when used as labeled. Safety is not an absolute measure but rather reflects a conclusion that the drug’s benefits outweigh its risks. Among the risks that must be considered is the presence of individuals who are at particular risk because of individual characteristics (e.g., poor metabolizers) or concomitant drug administration. It is striking that several important drugs—terfenadine, mibebradil, astemizole, and cisapride—have been removed from the market, at least partly, because of drug-drug interaction problems (28–31). The importance of both mean and between- and within-individual variability must be assessed in light of many factors. These include the toxicity of the drug (wide therapeutic range drugs may not be harmful even if their pharmacokinetics are very variable, e.g., propranolol, loratidine), the disease being treated, the availability of alternative therapy, the value of treatment, and the consequences of treatment failure resulting from inadequate drug concentrations. Thus, development of a drug to treat seasonal allergic rhinitis that shows significant cardiac toxicity when taken with a CYP3A4 inhibitor would not be prudent. In the context of a non-life-threatening condition for which numerous safe and effective alternative therapies exist, such a drug would be unlikely to be approved for marketing today. In contrast, the potential for serious toxicities due to drug interactions is not an insurmountable impediment for drugs intended to treat severe or life-threatening conditions, particularly when alternative treatments are not available. In these instances, close attention to labeling and other aspects of risk management will be needed to inform practitioners and patients about the likelihood and consequences of interactions and the ways to avoid them.

Labeling for drug products in the United States must be in the format specified in the Code of Federal Regulations (21 CFR 201.56). Drug absorption, metabolism, and excretion, and drug-drug interaction information appears, as appropriate, in some or all of the following sections of the approved product label—Clinical Pharmacology, Contraindications, Warnings and Precautions, Adverse Reactions, or Dosage and Administration (32). Certain basic
pharmacokinetic information is almost always included (e.g., bioavailability, food effects, clearance, and half-life), as is all available information about drug-drug interactions, often including negative results. Clinically important interactions are emphasized and discussed in more detail. Potential interactions based on metabolic pathways may also be included. Recently approved product labels have reflected the increased understanding of the pathways and consequences of drug metabolism by health care practitioners. Newer labels almost always include mention of the drug’s effect on specific CYP enzymes as well as the clinical consequences of their perturbation on coadministered drugs and the influence of concomitantly administered drugs on the drug itself. The following section describes the appropriate location for drug metabolism and drug-drug interaction information. The role of P-gp and other transporter mechanisms and their relationship to drug-metabolizing enzymes remain to be fully understood, and the effects on P-gp-mediated transport are only beginning to be reflected in labeling at this time. It is easy to envision, however, that the role of transporters and the clinical consequences of their modulation will soon be better understood and studied so that information on these systems will appear regularly in labeling.

V. INFORMATION APPROPRIATE FOR THE APPROVED PRODUCT LABEL

It is important that all relevant information on the metabolic pathways and metabolites and pharmacokinetic interactions be included in the pharmacokinetics subsection of the clinical pharmacology section of the labeling. The clinical consequences of metabolism and interactions should be placed in drug interactions, warnings and precautions, boxed warnings, contraindications, or dosage and administration sections, as appropriate. Information related to clinical consequences should not be included in detail in more than one section, but rather reported fully in one section and then referenced in other sections, as appropriate. When the metabolic pathway or interaction data results in recommendations for dosage adjustments, contraindications, or warnings (e.g., coadministration should be avoided) that are included in the boxed warnings, contraindications, warnings and precautions, or dosage and administration sections, these recommendations should also be included in highlights. Refer to the guidance for industry on labeling (32) for more information on presenting drug interaction information in labeling.

In certain cases, information based on clinical studies not using the labeled drug can be described with an explanation that similar results may be expected for that drug. For example, if a drug has been determined to be a strong inhibitor of CYP3A, it does not need to be tested with all CYP3A substrates to warn about an interaction with sensitive CYP3A substrates and CYP3A substrates with narrow therapeutic range. An actual test involving a single substrate would lead to labeling concerning use with all sensitive and NTR substrates.
If a drug has been determined to be a sensitive CYP3A substrate or a CYP3A substrate with a narrow therapeutic range, it does not need to be tested with all strong or moderate inhibitors of CYP3A to warn about an interaction with strong or moderate CYP3A inhibitors, and it might be labeled in the absence of any actual study if its metabolism is predominantly by the CYP3A route. Similarly, if a drug has been determined to be a sensitive CYP3A substrate or a CYP3A substrate with a narrow therapeutic range, it does not need to be tested with all CYP3A inducers to warn about an interaction with CYP3A inducers. Examples of CYP3A inducers include rifampin, rifabutin, rifapentin, dexamethasone, phenytoin, carbamazepine, phenobarbital, and St. John’s wort.

VI. SUMMARY

In vitro and in vivo metabolism and drug-drug interaction data are critical for the complete evaluation and labeling of a drug. The information provided by these studies needs to be appreciated and understood by prescribers and utilized in individualizing pharmacotherapy. An integrated approach to studying and evaluating drug-drug interactions during the drug development and regulatory review process and incorporating language into labeling has been described. This integrated approach should be based on good understanding and utilization of the primary question, our willingness to rely on in vitro and in vivo pharmacokinetic and pharmacodynamic data, and our understanding of the degree to which an observed change in substrate measures caused by an interacting drug is or is not clinically important. In recent years, understanding the metabolic disposition and identifying the potential for metabolic drug-drug interactions such as inhibition and induction of enzymes has become an integral part of the drug development process. Improved understanding of the mechanistic basis of metabolic drug-drug interactions has enabled standardized and focused approaches to evaluating interactions with generalizable conclusions. Similar progress is anticipated in the transporter area (33). As science progresses and new tools become available, the FDA updates its recommendations. The recently published guidance (10) reflects the agency’s current view in the evaluation of drug-drug interactions during drug development and includes the following principles. Future efforts in assessing, managing, and communicating the risks of drug-drug interactions may focus on (1) improved uses of in vitro tests to evaluate transporter-based interactions, (2) better use of in vitro data as a surrogate for in vivo findings, e.g., through in vitro/in vivo correlations, (3) better evaluation and prediction of the clinical consequences of multiple metabolic/transporter interactions, (4) better use of pharmacokinetic and pharmacodynamic data in understanding the clinical consequences of drug-drug interactions, and (5) better ways to communicate information about important drug-drug interactions to patients and practitioners.
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1. INTRODUCTION

Major problems facing the pharmaceutical industry include loss of drug candidates due to preclinical toxicology and unanticipated adverse drug reactions after the introduction of new drugs into clinical practice (1). Most adverse drug reactions occur in only a small percentage of patients and are termed idiosyncratic, and many of these reactions are caused by reactive metabolites formed from drugs (2–4). Reactions of reactive metabolites with tissue macromolecules can lead to direct or intrinsic toxic effects and/or cause toxicity by forming haptens that lead to immunotoxic effects. Although new animal models are being developed that provide insights into factors that play a role in these idiosyncratic toxicities (5–7), no generally useful models are yet available.

In some cases a new drug may be the precipitator or perpetrator of toxicity of another drug by altering its metabolism and/or disposition, or the new drug may be the object or victim of altered metabolism and/or disposition caused by a drug already on the market. In many instances, the object or victim is a drug with a narrow therapeutic index, window, or ratio (for a discussion, see Ref. 8). Several definitions have been applied to this terminology, including the qualitatively simple one of a drug “for which relatively small changes in systemic
concentrations lead to marked changes in pharmacodynamic response” (9). The FDA has defined narrow therapeutic ratio to include those drugs for which there is less than a twofold difference in median lethal dose (LD₅₀) and median effective dose (ED₅₀), or for which there is less than a twofold difference in the minimum toxic concentrations and minimum effective concentrations in the blood, or for which safe and effective use of the drug requires careful titration and patient monitoring (10).

This chapter will focus on those metabolic drug-drug interactions that have led or can lead to serious toxicological consequences in humans. Most of the chapter will describe examples of metabolic drug-drug interactions that have caused serious toxicities. As discussed in chapter 15, the majority of drug-drug interactions of clinical significance have occurred through interactions at the level of cytochromes P450. Since substantial information is now either available or readily obtainable about induction and inhibition of these enzymes as well as the kinetic parameters associated with the metabolism of drugs and other probe substrates, many metabolic drug-drug interactions can be predicted prior to clinical trials. However, because the situation in vivo is complicated by a variety of genetic and environmental factors that affect drug absorption, distribution, and metabolism and because the physiological response to a toxic insult may vary from one individual to another, it is often difficult to predict that a particular drug-drug interaction will lead to a toxic insult. Nonetheless, the results of preclinical studies should provide the basis for more informed planning of clinical studies.

II. DRUGS AND CLASSES OF DRUGS AS OBJECTS (VICTIMS) OF CYTOCHROMES P450-MEDIATED DRUG-DRUG INTERACTIONS THAT LEAD TO TOXICITIES

A. Warfarin

Because of its narrow therapeutic window and extensive oxidation to inactive metabolites by cytochromes P450, warfarin (and the closely related drug ace-

nocoumarol) is subject to many metabolic drug-drug interactions that can place patients at severe risk of either hyper- or hypocoagulability. Drug interactions with warfarin have been reviewed (11–13), and it is clear that most interactions occur through either induction or inhibition of CYP2C9, which forms the major 7-hydroxylation metabolite of the most active (S)-warfarin enantiomer (14).

Several inducers of cytochromes P450, including rifampin, several barbi-
turates, aminogluthethimide, primidone, phenytoin, and carbamazepine increase requirements for warfarin dosing, although mechanisms for most of these interactions have not been thoroughly investigated (11–13). Clinically, this effect becomes manifest either when a patient stabilized on warfarin adds one or more of these drugs to his or her therapy or, more commonly, when the patient removes one of these drugs from his or her therapy after stabilization on the combination therapy. Rifampin induces several P450s, including CYP2C9, and has been shown to increase the formation clearance of the major hydroxylated
metabolites of (S)-warfarin (15). Substantial clinical and other indirect data implicate enhanced clearance of (S)-warfarin by CYP2C9 as one mechanism of the interaction (16), although increased glucuronidation may also play a role.

Several inhibitors of cytochromes P450 can substantially decrease requirements for warfarin dosage that, if not attended to, can lead to life-threatening bleeding episodes. Some drugs, such as sulfaphenazole, metronidazole, danazol, cotrimoxazole (trimethoprim-sulfamethoxazole), miconazole, and fluconazole, contain heterocyclic rings with $sp^2$-hybridized nitrogen, a structural unit known to bind to the heme iron of P450s, and investigations implicate inhibition of CYP2C9 oxidation of (S)-warfarin as the mechanism for the drug-drug interactions caused by several of these drugs (12).

However, the presence of a nitrogen-containing heterocyclic ring in a drug is not sufficient for potent inhibition of CYP2C9. Cimetidine contains an imidazole moiety, but it is a much better inhibitor of the metabolism of (R)-warfarin (17), the least potent enantiomer, so that an effect on warfarin therapy is observed only at high doses of cimetidine (18). Also, other potent inhibitors of CYP2C9 that inhibit (S)-warfarin metabolism and thereby increase the hypoprothrombinemic response to warfarin, such as phenylbutazone, sulfinpyrazone, and amiodarone (12), do not contain such structures. Although many case reports have appeared of interactions between warfarin and a variety of other drugs with many different drug structures (19), only a few of these have resulted in serious toxic effects, and mechanisms are largely unknown. Because of their increased use, further investigations with some of these drugs, such as tamoxifen (20,21), seems warranted.

B. Theophylline

General aspects of the drug-drug interactions involving theophylline are similar to those described for warfarin, because it too is a drug with a narrow therapeutic index. Increases in its rate of metabolism, either by some inducers of cytochromes P450 or by removal of an inhibitor of those P450s given concomitantly with theophylline, lead to diminution of therapeutic effect, resulting in increased dyspnea. Conversely, decreases in its rate of metabolism either by inhibitors of P450s involved in the metabolism of theophylline or by removal of an inducer given concomitantly can lead to serious toxicities, including convulsions and heart arrhythmias that can be serious enough to cause death.

The major P450 involved in the oxidation of theophylline to inactive metabolites is CYP1A2 (see Ref. 22 for a review). Interestingly, there are no reports of serious toxicity resulting from interactions of CYP1A2 inducers, such as cigarette smoking, even though theophylline clearance is increased (23). Several case reports have appeared of increased theophylline clearance by barbiturates, carbamazepine, phenytoin, and rifampin, which are thought to induce CYP3A4 with little effect on CYP1A2, and adjustments to theophylline dosage are often required for optimal therapeutic effect.
In contrast, decreases in theophylline metabolism by selective inhibitors of CYP1A2, such as fluvoxamine and some quinolone antibiotics, or by selective and potent inhibitors of CYP3A4, such as the macrolide antibiotics, have resulted in serious theophylline toxicity (22). It is postulated that taken over time, the macrolide antibiotics act as mechanism-based inhibitors of CYP isoenzymes other than just CYP3A4. Some nonselective inhibitors of P450s, such as cimetidine, some β-blockers and calcium channel blockers, and others (19,22), also appear to inhibit the metabolism of theophylline enough to cause toxicity.

C. Nonsedating Antihistamine Drugs

Terfenadine and astemizole were removed from the market in 1997 and 1999, respectively, because of drug interactions that led to QT interval prolongation (24). Both of these drugs are prodrugs that are metabolized primarily by CYP3A4 to their therapeutically active metabolites (for a review, see Ref. 25). Inhibition of CYP3A4 by azole antifungal agents (25,26) and most macrolide antibiotics (25,27) can lead to sufficient increases in terfenadine concentrations to cause torsades de pointes as a result of the prodrug’s ability to inhibit delayed rectifier potassium currents (28). Similar interactions occur with astemizole (25,29). Neither loratadine nor cetirizine, nor the active metabolites of terfenadine (fexofenadine) and astemizole (norastemizole), cause this cardiotoxic effect to any significant extent (25).

D. Cisapride

The promotility agent cisapride was removed from the market because of over 300 reports of heart rhythm abnormalities similar to those caused by terfenadine, including 80 deaths (30). Cisapride also is metabolized extensively by CYP3A4, and the same macrolide antibiotics, azole antifungal agents, and other inhibitors of this enzyme, such as grapefruit juice (31,32), sustain high enough concentrations of the parent drug to cause heart problems such as torsades de pointes.

E. Cyclosporine

The widely used immunosuppressive agent cyclosporine is extensively metabolized by CYP3A4 (and to a lesser extent by CYP3A5) in human intestine and liver (33), and therefore it is subject to similar metabolic drug-drug interactions as described for terfenadine. However, in the case of cyclosporine, induction of its metabolism can lead to loss of its immunosuppressive activity to the point of transplant organ rejection, and inhibition of its metabolism can lead to kidney damage as a major toxicity (33,34). Cyclosporine also is pumped out of intestinal epithelial cells by P-glycoprotein, and many of the drugs that inhibit or induce CYP3A4 also inhibit or induce this transporter (33,35). Thus, this effect also contributes, in part, to many of the observed drug-drug interactions with
cyclosporine. It is noteworthy that ketoconazole, an azole antifungal agent that increases cyclosporine blood concentrations by its inhibition of CYP3A4 and P-glycoprotein, can be used concurrently to decrease the high cost of cyclosporine therapy in transplant recipients (36). Tacrolimus, a newer immunosuppressive agent related to cyclosporine, apparently, is subject to similar drug interactions as cyclosporine, though it has not been in use for long, and limited data are available (37).

**F. The Statins**

Of the statin HMG-CoA reductase inhibitors on the market in the United States, lovastatin, simvastatin, atorvastatin, and rosuvastatin are metabolized mainly by CYP3A4, whereas fluvastatin is metabolized by CYP2C9 and pravastatin by phase II pathways (38–40). Consistent with an important role for CYP3A4 in the metabolism of simvastatin, induction of CYP3A4 by rifampin decreases the area under the plasma concentration–time curve (AUC) of simvastatin by approximately 90% (41). Most toxic drug interactions caused by the statins (myopathies and rhabdomyolysis) are related to supratherapeutic concentrations achieved as a result of inhibition of CYP3A4 by macrolide antibiotics, the azole antifungal agents, and cyclosporine (38–40), though some have resulted from combined therapy with other lipid-lowering agents, such as gemfibrozil, apparently due to inhibition of the glucuronidation of some statin metabolites by UGT1A1 and UGT1A3 (42). Another statin drug, cerivastatin, was withdrawn from the market in 2001 because of a five- to sevenfold higher incidence of myopathies and rhabdomyolysis mostly associated with drug interactions (43–45). Mibefradil, a unique benzimidazole-containing calcium channel–blocking drug, was removed from the market because of its potent inhibition of the metabolism of several drugs and resultant toxicities, including life-threatening rhabdomyolysis in patients on lovastatin and simvastatin (46).

Thus, safety issues related to statin therapy are often related to drug-drug or drug-food interactions that in many cases are clinically manageable (19,47–49). A task force on statin safety concluded that benefits of statin therapy far outweigh their risks in most individuals, even those who have concomitant drug therapy (50). However, it is unwise to treat statins as over-the-counter drugs because of the potential for drug interactions that can lead to serious toxicities.

**G. Calcium Channel Blockers**

The dihydropyridine class of calcium channel blockers undergoes extensive first-pass oxidation by CYP3A isoforms to their pyridine metabolites, and several studies have shown that inducers and inhibitors of these P450s decrease and increase the blood concentrations of the active dihydropyridine structures, respectively (51). The calcium channel blockers verapamil and diltiazem are unrelated structures that also undergo significant metabolism by cytochromes
P450 of the CYP3A family (51). However, apparently in only very few cases has this metabolism caused significant enough loss of antihypertensive activity (in the case of concomitant administration of inducers of CYP3A isoforms) or hypotension and edema (in the case of concomitant administration of inhibitors of CYP3A isoforms) to cause toxic drug reactions (19,51). More commonly, it is the ability of these drugs to inhibit CYP3A isoforms that leads to toxicities caused by some other object drug.

**H. Sedative-Hypnotic and Anxiolytic Agents**

Benzodiazepine and azapirone derivatives are widely used drugs in this class, and most are metabolized extensively by enzymes of the CYP3A family, except oxazepam, lorazepam, and temazepam, which are mostly glucuronidated (52). Again, several studies have shown that inducers and inhibitors of CYP3A can markedly alter plasma concentrations of many of these drugs, but in only a few cases have toxic effects, such as deep unconsciousness, been reported (19,52,53). Nonetheless, patients on these drugs should probably be monitored carefully, particularly the elderly, who may suffer severe physical injury as a result of falls from impairment of psychomotor function.

**I. Antidepressants**

Toxicities associated with antidepressant drugs have been most commonly reported for the tricyclic antidepressants as a result of inhibition of cytochromes P450, particularly CYP2D6 (54). They include bradycardia, seizures, and delirium. Inhibitors of CYP2D6, such as paroxetine, fluoxetine, perphenazine, quinidine, and β-blockers, have all been shown to significantly increase plasma concentrations of tricyclic antidepressants, such as imipramine and desipramine, in some cases with overt signs of toxicity (54–56). However, in other cases, toxicity is minimized either because other pathways of metabolism involving CYP3A4, CYP2C19, and CYP1A2 are not affected or because of genetic polymorphisms of CYP2D6 (57–59) that decrease its activity. Selective serotonin reuptake inhibitors (SSRIs), like paroxetine, are susceptible to CYP2D6 polymorphisms and drug interactions, but appear to be safe drugs even in very high doses (60,61).

**J. β-Blockers**

The β-adrenoceptor antagonists (β-blockers) are widely used drugs that are metabolized by cytochromes P450, particularly CYP2D6 (62). Fortunately, these drugs have a rather large therapeutic index and only a few instances of severe toxicity have been reported, which, in part, may be related to CYP2D6 polymorphisms (63). Reports of cardiac effects ranging from significant decreases in heart rate to
orthostatic hypotension to cardiac arrest have occurred with \( \beta \)-blockers when combined with inhibitors of P450 metabolism, such as amiodarone (64), quinidine (65), propafenone (66), and fluoxetine (67). The over-the-counter antihistamine diphenhydramine has been shown to cause bradycardia and other hemodynamic changes in subjects on metoprolol who were CYP2D6 extensive metabolizers but not poor metabolizers (68). The COX-2 inhibitor, celecoxib, also inhibits CYP2D6, and has been shown to significantly increase plasma concentrations of metoprolol (69).

K. Anesthetics

The volatile “flurane” anesthetics are metabolized primarily by CYP2E1, with lesser involvement by CYP2A6 and CYP3A4 (70). A severe idiosyncratic immune-mediated toxic effect of most of these agents is liver necrosis as a result of oxidative dehalogenation of the anesthetics by CYP2E1 to form acyl halides that acylate hepatic proteins yielding antigens (71–73). Thus, it might be anticipated that inducers of CYP2E1 would increase the risk of hepatotoxicity caused by the flurane anesthetics and inhibitors of CYP2E1 would decrease the risk. The only evidence to support this observation is that obesity induces CYP2E1 activity (74) and is an increased risk factor for halothane hepatitis (75). Obesity also leads to increased halothane oxidation in humans (76). An interesting suggestion has been put forth to use disulfiram, a CYP2E1 inhibitor, in patients administered fluranes, because it markedly decreases the oxidation of halothane in humans to the proposed toxic metabolite (77).

The only other anesthetic to cause serious toxicity for which a metabolic drug interaction has been reasonably well characterized is the local anesthetic and antiarrhythmic agent lidocaine. Amiodarone decreased lidocaine systemic clearance in a patient (primarily by inhibition of CYP3A4 N-dealkylation of lidocaine) and yielded concentrations of lidocaine that led to seizures (78,79).

L. Antiepileptics

1. Carbamazepine

Carbamazepine is considered a relatively safe antiepileptic drug that is subject to dose-related neurologic toxicities (e.g., drowsiness, vertigo, loss of coordination) in adults and children (80). Since a major route of elimination of carbamazepine is via epoxidation catalyzed by CYP3A4 (81), there are several reports and studies that demonstrate CNS toxic effects of carbamazepine in individuals who also take CYP3A4 inhibitors (82).

The most serious toxicities associated with carbamazepine use are idiosyncratic skin rashes, hematological disorders, hepatotoxicity, and teratogenicity (80). On the basis of studies with mice, teratogenicity is most likely related to formation of arene oxide and/or quinone-like metabolites of carbamazepine (83),
and studies in humans suggest that a reactive iminoquinone of 2-hydroxystilbene is formed (84). It is known that coadministration of cytochrome P450 inducers (e.g., phenobarbital) with carbamazepine increases the risk of serious toxic effects (85–87). Felbamate apparently increases the metabolism of carbamazepine by heteroactivation of CYP3A4 (88), but toxicological consequences of this activation have not been documented.

2. Phenytoin

Phenytoin, like carbamazepine, causes dose-related neurological toxicities (89). Since phenytoin is cleared mostly via CYP2C9 and CYP2C19 aromatic oxidation to $p$-hydroxyphenytoin (90), inhibitors of CYP2C9 (e.g., pyrazole nonsteroidal anti-inflammatory agents, some azole antifungal agents, amiodarone, isoniazid, and sulfa drugs) and inhibitors of CYP2C19 (e.g., cimetidine, felbamate, omeprazole, ticlopidine, and fluvoxamine) can increase concentrations of phenytoin and increase the incidence of CNS-related toxicities (82,91).

As with carbamazepine, phenytoin also causes idiosyncratic toxic effects, including hematological and connective tissue toxicities, hepatotoxicity, and teratogenicity (89). Although some of these toxicities have been hypothesized to be caused by P450 oxidative metabolism (92,93) or peroxidase-mediated reactions (94,95), mechanisms for these toxic effects in humans are unknown.

3. Valproic Acid

The two most serious toxic effects of valproic acid are hepatocellular injury (96) and teratogenesis (97). Since CYP2A6 and CYP2C9 are known to oxidize valproic acid to a 4-ene metabolite that is hepatotoxic, inducers of these isoforms, including other antiepileptic agents, are likely to increase the risk of hepatotoxicity (98). However, valproic acid also is metabolized by several other pathways that may be involved in causing its toxicities (99).

M. Antineoplastic Agents

Several drugs used to treat cancer are metabolized by cytochromes P450, and it would be anticipated that if the parent drug were the cytotoxic species, inhibition of its metabolism would enhance cytotoxicity, which could either be beneficial if controlled or cause severe toxicity to bone marrow, the nervous system, etc., if concentrations of the parent drug became too high (100).

Alternatively, P450 inducers may decrease therapeutic effectiveness of the drugs (101). Interestingly, only a few cases of toxicities to patients due to such drug-drug interactions have been reported, probably because most chemotherapy regimens are administered until some undesired toxic effect (e.g., leukopenia) limits the dosing. CYP3A isoforms appear to play the most significant role in the metabolism of many of the drugs (including paclitaxel, docetaxel, vincristine,
vinblastine, vinorelbine, etoposide, teniposide, cyclophosphamide, and tamoxifen), and in many cases P-glycoprotein transport is also affected (102). For example, (R)-verapamil is an inhibitor both of CYP3A isoforms and of P-glycoprotein, and it significantly reduces the clearance and increases the hematological toxicity of paclitaxel (103). The same reasoning applies to cases of severe neurotoxicity when itraconazole is administered with vincristine (104,105).

The relatively new class of selective tyrosine kinase inhibitors (imatinib, gefitinib, and erlotinib) are both substrates and inhibitors of CYP3A4 (106). Inducers of CYP3A4 (e.g., rifampin and St. John’s wort) can markedly decrease the plasma concentrations of these drugs leading to decreased clinical efficacy, and inhibitors (e.g., azole antifungals) can markedly increase plasma concentrations leading to toxicities (106–108). An example of their ability to inhibit CYP3A4 is imatinib inhibition of simvastatin metabolism (109), thereby increasing the risk for development of myopathies.

N. HIV Drugs

The advent of highly active antiretroviral therapy (HAART) to minimize the rapid development of viral resistance in the treatment of HIV infection may result in multiple drug interactions (110–113). Both the nonnucleoside reverse transcriptase inhibitors and the protease inhibitors are substrates and inhibitors of some CYP enzymes, and some act as inducers as well (110,111). The major effects are on the CYP3A isoforms, and this has been used to advantage to increase concentrations of some HIV drugs. For example, delavirdine is a mechanism-based irreversible inhibitor of CYP3A4, and thereby is used to increase exposure to protease inhibitors (114). Ritonavir is a protease inhibitor, but it is used primarily for its ability as a potent inhibitor of CYP3A4 to increase concentrations of other protease inhibitors (115).

Interestingly, only a few cases of toxicities have been reported that are related to interactions with HIV drugs. The use of St. John’s wort in a patient taking indinavir and lamivudine led to an increase in HIV RNA load (116), and St. John’s wort has been shown to significantly increase the clearance of indinavir (117). Similarly, rifampin markedly increases the clearance of delavirdine (114). Thus, it is likely that most inducers of CYP3A4 will decrease plasma concentrations of those HIV drugs metabolized by CYP3A4, leading to decreased efficacy and increased resistance (118).

O. Ergot Alkaloids

Serious, life-threatening peripheral ischemia (ergotism) has resulted from the use of CYP3A4 inhibitors (e.g., macrolide antibiotics and HIV protease inhibitors) with Cafergot, and a black box warning has been added to the drug information literature about this drug (106,119).
III. DRUGS AND CLASSES OF DRUGS AS OBJECTS (VICTIMS) OF NONCYTOCHROME P450-MEDIATED PHASE I DRUG-DRUG INTERACTIONS THAT LEAD TO TOXICITIES

A. Antidepressant Serotonergic Drugs and Sympathomimetics

These two classes of drugs are subject to life-threatening interactions (e.g., mania, convulsions, hypertension, heart arrhythmias) with monoamine oxidase (MAO) inhibitors, such as isocarboxazide, phenelzine, selegiline, and tranylcypromine, because they inhibit the metabolism of serotonin and sympathomimetic amines (19,120). This interaction is one of the earliest toxic drug-drug interactions to be recognized; however, these interactions are not often observed because the MAO inhibitors are now used sparingly.

B. Digoxin

Digoxin is a narrow therapeutic index drug whose primary drug-drug interactions appear to involve the P-glycoprotein transporter (121). An additional drug-drug interaction may occur at the level of reduction of the lactone ring double bond by intestinal microbial reductases that yields an inactive metabolite. Some antibiotic drugs can kill these microbes and lead to increases in digoxin concentrations (122).

C. Arylamine Sulfonamides and Hydrazine Drugs

Several of these drugs can cause immune-mediated idiosyncratic toxicities, such as immune hemolysis, agranulocytosis, aplastic anemia, drug-induced lupus, and severe skin rashes (123,124). It is well known that for most drugs in these classes acetylation of the amine or hydrazine group protects against the toxic effects based on significantly higher incidences of toxicity in individuals that genetically are slow acetylators (125). However, there are no reported drug-drug interactions with the N-acetyltransferases. Oxidation products of the arylamino or hydrazine groups are implicated as the haptenic reactive metabolites (123–131), and both cytochromes P450 and peroxidases have been implicated in the oxidation process (124,129,130). Although it might be anticipated that inducers and inhibitors of these enzymes would affect toxicities associated with the drugs, no reports of such drug-drug interactions on toxicity have appeared. The idiosyncratic nature of the toxicities makes them very difficult to study.

D. 6-Mercaptopurine and Azathioprine

Both of these drugs are metabolized by xanthine oxidase, and concomitant administration of the xanthine oxidase inhibitor allopurinol leads to elevated plasma concentrations of 6-mercaptopurine that can cause significant bone marrow depression (132,133).
IV. DRUG-DRUG INTERACTIONS WITH PHASE II METABOLIC ENZYMES THAT LEAD TO TOXICITIES

There are only a few published reports of serious toxicities caused by drugs as a result of drug-drug interactions with phase II metabolic enzymes. This in part may reflect less attention given to these enzymes and/or lesser extents of induction and inhibition of these enzymes by drugs (chap. 4).

In addition to being cleared by xanthine oxidase (see sec. III.D), 6-mercaptopurine is cleared by S-methylation catalyzed by the genetically polymorphic thiopurine methyltransferase (134). This enzyme is inhibited by the drug sulfasalazine, leading to bone marrow suppression as a result of increased 6-mercaptopurine concentrations (135,136).

Valproic acid is extensively glucuronidated, and the coadministration of valproate with other drugs eliminated extensively by glucuronidation, such as lamotrigine (137) and zidovudine (138), can significantly decrease the clearance of these latter two drugs with resultant toxicities. Sertraline has been found to cause a similar effect with lamotrigine (139) and fluconazole with zidovudine (138). Interestingly, increased incidences of convulsions observed when carbapenem antibiotics are administered to patients on valproic acid may be caused by carbapenem inhibition of glycolytic enzymes that hydrolyze valproic acid glucuronide back to free valproic acid (140).

V. DRUG-DRUG INTERACTIONS THAT AFFECT HEPATOTOXICITY CAUSED BY ACETAMINOPHEN: A COMPLEX EXAMPLE

Acetaminophen is a widely used analgesic-antipyretic agent, and several instances of drug interactions have been reported (141). However, in only a few cases have these interactions apparently increased the risk of hepatotoxicity, the major serious toxicity observed in humans who ingest this drug (142). In part, this may be a consequence of multiple pathways of metabolism for acetaminophen and, in part, because relatively high concentrations of the drug (>1 mM) are usually required to cause hepatotoxicity, which is an order of magnitude greater than therapeutic concentrations.

The major toxic metabolite of acetaminophen is N-acetyl-p-benzoquinone imine (NAPQI), which is an oxidation product formed by several human cytochromes P450 (for a review see Ref. 142). Therefore, it would be anticipated that inducers of cytochromes P450 would increase the rate of formation of NAPQI and thereby increase the risk for hepatotoxicity. Surprisingly, only a few cases of hepatotoxicity, caused by the use of normal doses of acetaminophen in patients on anticonvulsant drugs that are inducers of cytochromes P450, have been reported (143–150). This may be due to the ability of these same drugs to induce glucuronosyl transferases, which would increase the formation of acetaminophen glucuronide, a nontoxic metabolite (151,152). However, recent reports also show that some anticonvulsants can inhibit some glucuronosyl transferases involved in
acetaminophen glucuronidation (153,154). Thus, the end effect on toxicity is not easy to predict. Furthermore, many inducers of drug metabolizing enzymes affect animals and humans differently, likely due to species differences in their orphan nuclear receptors (155,156).

Human CYP2E1 is one of the most efficient P450s to catalyze the oxidation of acetaminophen to NAPQI (157–159). Ethanol and isoniazid cause a time-dependent inhibition and induction of acetaminophen oxidation to NAPQI in humans (160,161) that can decrease risk for hepatotoxicity over the interval of concurrent administration and increase risk for hepatotoxicity a few hours after removal of ethanol or isoniazid. The latter induction phase of CYP2E1 may, in part, be responsible for cases of acetaminophen hepatotoxicity associated with the use of ethanol (162–165) or isoniazid (166–168). However, the induction is modest (2- to 3-fold); therefore, other susceptibility factors, genetic and others such as decreased glutathione stores and nutritional status, are likely to play an important role in some individuals (169–174).

VI. SUMMARY

Toxicities caused by drugs often limit their usefulness, and drug-drug interactions can cause enough of a change in tissue concentrations of some drugs, particularly those with a narrow therapeutic index, to cause serious toxic effects. Most of these interactions occur at the level of metabolism, though interactions with transporters, such as P-glycoprotein, are also becoming better recognized.

Unfortunately, we still do not have a good enough understanding either of the metabolism of some drugs or of mechanisms of toxicity (particularly idiosyncratic toxicities) to be able to predict whether or not a drug will cause toxic effects and under what conditions. For example, several nonsteroidal anti-inflammatory drugs have caused idiosyncratic toxicities that may be related to acyl glucuronide formation and/or cytochrome P450 activation (175–177). Therefore, it would be anticipated that other drugs that affect these pathways might either increase or decrease the risk of toxicities, but almost no data are available because of the idiosyncratic nature of the toxicities and lack of knowledge about susceptibility factors and/or immune system involvement in mechanisms leading to drug-induced toxicity. The same reasoning applies to hepatic injury caused by the drugs trovofloxacin (178) and troglitazone (179) that were removed from the market. There is very little published information about whether it was the drugs themselves or their metabolites that were responsible for the observed toxicities.

However, new methods are beginning to provide useful information on structure/toxicity relationships that can be applied to safer drug design (180–182). In cases like that of mibebradil, the basic science of drug-drug interactions has progressed enough to make informed benefit/risk decisions. Thus, it is important to continue basic and clinical investigations of drug-drug interactions as well as studies of mechanisms of toxicity to effect safer drug therapy.
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I. INTRODUCTION

The number of drugs available to treat patient illness is steadily increasing as drug development benefits from advances in molecular biology and from increasing automation of drug screening through the use of robotics and combinatorial chemistry. This ever-expanding pharmaceutical arsenal is available to physicians to treat a large number of diseases (both human and veterinary). As the mean age of industrialized nations increases, in part due to advances in medical care, the need to treat multiple disease processes simultaneously increases the probability that large numbers of people will receive concomitant therapy with multiple drugs. Consequently, there is an increased risk of adverse drug-drug interactions as more drugs are used to treat a variety of conditions in the same patient.

Identifying the potential for adverse drug-drug interactions is increasingly difficult when patients are cared for by multiple specialists, each primarily concerned with one organ system, without overall coordination of the patient’s management by one person. In many situations, the potential for drug-drug
interactions can be minimized by appropriate choices of agents, particularly when options exist with different mechanisms of action, sites of metabolism, and routes of excretion. There are, unfortunately, situations where interactions may not be avoidable and the risks and benefits must be carefully assessed. For instance, the treatment of cancer, AIDS, or other life-threatening diseases might require treatment with a drug known to inhibit enzymes that metabolize other drugs [e.g., HIV protease inhibitor inhibition of cytochrome P450 3A4 (CYP3A4)]. Thus, drug-drug interactions must be evaluated in light of the therapeutic class and the risk/benefit ratio. These interactions can have a significant impact on the marketing of drugs. This chapter will focus on drug-drug interactions and their effect on the market place.

II. MARKET SIZE

The prescription drug market is large and continuously growing. Prescription drug sales (retail pharmacies) in the United States in 1997 totaled $81.2 billion (1). Each of the 10 top-selling prescription drugs in 1997 had U.S. sales of over $800 million and ranged from $804.8 million for Augmentin® to $2.28 billion for Prilosec®. Prilosec became the first prescription drug to exceed $5 billion, with worldwide sales in 1998 of $5.14 billion (2). The six top-selling drugs in 1997 (Prilosec, Prozac® , Zocor® , Epogen® , Zoloft® , and Zantac® ) each had U.S. sales greater than $1 billion. New products launched in 1997 produced $3.28 billion in U.S. sales, led by Lipitor® ($587 million) and Rezulin ($325 million). In 1998, U.S. retail pharmaceutical sales were $86.6 billion, and 25 drugs achieved worldwide annual sales of at least $1 billion. Worldwide (North America, Europe, Japan, Latin America, Australia) retail pharmacy sales totaled more than $185 billion in 1998 (3).

This enormous market is influenced by a complex array of factors. Among the most significant of these factors are the efficacy and safety of a given drug. Those two factors are the most important considerations in the process by which drugs receive approval from regulatory agencies to allow their marketing. Those factors are also important for drugs after they gain entry to the market, together with additional factors, such as dosing convenience and cost when more than one drug is available to treat the same condition.

There are many ways in which drugs can interact to produce adverse events. Perhaps the most common type of interaction is where one drug alters the pharmacokinetics of a second drug. Alteration of pharmacokinetics can include inhibition by one drug of the metabolism of a second drug (e.g., erythromycin inhibition of warfarin metabolism), leading to accumulation of the second drug with its resultant toxicity (4). Conversely, induction of metabolism of one drug by another can also produce untoward effects if plasma levels of the second drug become subtherapeutic. An example of such an interaction was the reported interaction of rifampin with oral contraceptives containing ethinyl estradiol, where concomitant use of rifampin accelerated the metabolism of ethinyl estradiol, resulting in decreased efficacy as contraceptive and unwanted pregnancies (4).
Since 1964, ~60 drug products have been withdrawn from the U.S. market because they were found to be ineffective or unsafe (5). Most of the compounds withdrawn primarily for safety had toxicities directly attributable to the compound. Only two of these drugs (terfenadine and mibefradil) were withdrawn primarily for their high incidence of adverse drug-drug interactions. The discussion that follows will describe the experience with these two drugs and the experience with cimetidine, where drug-drug interactions have had a significant impact on its market position.

A. Terfenadine

Terfenadine was introduced into the marketplace as the first nonsedating histamine-1 (H1) receptor antagonist. It was launched in the United States in 1985 under the brand name Seldane. Its patent protection was near expiration when the drug was voluntarily withdrawn from the antihistamine market in 1997.

1. Clinical Background

During its early development, terfenadine was found to act as a competitive antagonist for histamine binding to the H1 receptor with a 50% inhibitory concentration (IC50) of 0.7 μM. It was thought that the antihistaminic effect of terfenadine was due to direct interaction with the H1 receptor. Subsequent studies revealed that terfenadine was completely metabolized in vivo to fexofenadine, a metabolite entirely responsible for the antihistaminic effect (6). The unique property of fexofenadine compared to first-generation antihistamines (diphenhydramine, chlorpheniramine) was its inability to cross the blood-brain barrier, thereby avoiding the sedation seen with the first-generation antihistamines. Terfenadine was indicated for use in allergic rhinitis (both seasonal and perennial), and the recommended dose was 60 mg twice daily.

2. Clinical Pharmacology

Terfenadine is at least 70% absorbed after oral administration but is rapidly metabolized by first-pass metabolism to fexofenadine (terfenadine carboxylate) and an inactive dealkylated product. Metabolism appears to be mediated entirely by the CYP (CYP3A4). Fexofenadine is about 70% protein bound and exhibits biphasic elimination with an initial plasma half-life of 3.5 hours and a terminal plasma half-life of 6 to 12 hours. Fexofenadine is excreted mostly unchanged (80% in feces, 12% in urine), with <10% converted to inactive metabolites (7). Fexofenadine excretion can be affected by compounds (e.g., ketoconazole) that interact with the P-glycoprotein transporter because fexofenadine is a substrate for this transporter (8).

3. Drug-Drug Interactions

Terfenadine itself has no effect on CYP activity and thus does not affect metabolism of other CYP substrates. The drug-drug interactions of significance
were due to inhibition of CYP3A4 by other drugs, leading to toxic accumulation of terfenadine in plasma, where it normally would only be found in trace amounts (9,10).

4. Adverse Experiences

The first published report of a serious adverse event due to an interaction of terfenadine with another drug was that of a young woman who was taking terfenadine and subsequently began taking ketoconazole. Within a few days after beginning ketoconazole therapy, she experienced syncopal episodes and was found to have torsade de pointes (polymorphic ventricular tachycardia) (11). Torsade de pointes was also seen in patients with liver failure who took terfenadine and in patients who simultaneously received erythromycin and terfenadine (12). On the basis of the initial reports of torsade with terfenadine, a ‘‘Dear Doctor’’ letter was issued by the manufacturer of Seldane in 1990. A retrospective analysis of concomitant drug use within a large cohort of Medicaid patients revealed that there was a significant correlation between terfenadine toxicity and concomitant use of either erythromycin or ketoconazole (both potent CYP3A4 inhibitors) (13). Additional reports of torsade de pointes in 1992 prompted the need for the manufacturer to incorporate a black box warning in the Seldane label that contraindicated concomitant use of terfenadine with CYP3A4 inhibitors, including the azole antifungals (ketoconazole, itraconazole) and macrolide antibiotics (erythromycin, clarithromycin, troleandomycin), and use in patients with hepatic insufficiency.

The occurrence of cardiac toxicity was closely correlated with terfenadine use, and subsequent in vitro studies confirmed that terfenadine (but not fexofenadine) efficiently blocks cardiac potassium channels (14). A study in healthy volunteers treated concomitantly with terfenadine and ketoconazole found a linear relationship between trough terfenadine concentrations and QTc intervals. The QTc interval lengthened up to 110 millisecond at the highest plasma concentrations of ~45 ng/mL (9). Thus, the direct inhibitory effect of terfenadine on cardiac potassium channels results in prolongation of cardiac repolarization, which is a well-known cause of ventricular arrhythmias. In one death in which terfenadine was implicated, plasma level of the drug was 55 ng/mL several hours after the last ingestion of the drug (when it normally should be undetectable).

While fexofenadine is also metabolized primarily by CYP3A4 and its levels can be elevated in the presence of potent inhibitors of CYP3A4, its lack of effect on cardiac potassium channels allows for higher fexofenadine levels to be safely tolerated without QTc interval prolongation and without an increased risk of ventricular arrhythmias.

5. Market Dynamics

Seldane held market exclusivity as a nonsedating antihistamine from its launch in 1985 until 1989, when astemizole (Hismanal®) entered the market. Hismanal...
did not penetrate significantly into the market because of perceived inferior efficacy (longer onset of action) and cardiac toxicities similar to Seldane (7). On the basis of its nonsedating property, efficacy, and convenient dosing, Seldane maintained market leadership, with a ranking of the fifth most commonly prescribed drug in the United States in 1990. In 1991, 17 million prescriptions were issued, and there were more than 100 million users of Seldane worldwide. It had peak U.S. retail pharmacy sales of $540 million and 54% market share in 1992 (combined antihistamine and cold markets). Despite the black box warning, Seldane had worldwide sales of $700 million in 1994 and held up to 29% market share in the United States in 1995. With the launch of Zyrtec in 1996 (promoted as safer and equally effective), market share of Seldane plummeted to 2.5% in 1997, when it was withdrawn from the market.

When it was recognized that fexofenadine was the active metabolite, efforts were begun to register it as a separate entity. Because of existing patent coverage of fexofenadine by Sepracor, Inc. (Marlborough, Massachusetts, U.S.), Hoechst (Frankfurt, Germany) obtained the licensing rights for its development. Fexofenadine was approved (as Allegra) for marketing in the United States in July 1996.

B. Mibefradil

Mibefradil (Posicor) was launched in the United States in June 1997 by Roche, Switzerland. It was promoted as a unique calcium channel blocker (CCB) that affected both transient (T) and long (L) calcium channels. At the time of launch, it was projected to eventually provide 1–3% of Roche’s sales. It was withdrawn from the market in June 1998.

1. Clinical Background

Mibefradil is a tetralol derivative developed as a unique CCB. Its efficacy as an antihypertensive was demonstrated in phase III trials, where doses of 50 to 100 mg were compared to other CCBs (nifedipine SR, diltiazem CD, nifedipine GITS, amlodipine). Mibefradil was shown to be equally effective as or more effective than nifedipine SR, diltiazem CD, nifedipine GITS, or amlodipine in reducing blood pressure in mild to moderate hypertension. Average reductions of diastolic blood pressure of as much as 15 mmHg were seen with the 100-mg dose. It was also found to be effective in the treatment of chronic stable angina. Thus, it was indicated for use in hypertension and stable angina at doses of 50 or 100 mg once daily (15).

Studies to support its registration included 2636 patients. It was reported to be well tolerated, with the most common adverse experiences being headache, leg edema, dizziness, and fatigue at incidences similar to those with placebo. The incidence of leg edema with mibefradil was found to be lower than with other CCBs, which was an attribute important in its registration and marketing.
Compared with other CCBs, mibefradil was found to have more negative chronotropic effects, with a significant incidence of dose-dependent first-degree AV block and sinus bradycardia. No effect on QT intervals was detected in the phase III studies.

2. Clinical Pharmacology

Oral bioavailability of mibefradil is dose dependent and ranges from 37% to over 90% with doses of 10 mg or 160 mg, respectively. The plasma half-life is 17 to 25 hours after multiple doses, and it is more than 99% protein bound (15). The metabolism of mibefradil is mediated by two pathways: esterase-catalyzed hydrolysis of the ester side chain to yield an alcohol metabolite and CYP3A4-catalyzed oxidation. After chronic dosing, the oxidative pathway becomes less important and the plasma level of the alcohol metabolite of mibefradil increases. In animal models, the pharmacological effect of the alcohol metabolite is about 10% compared to that of the parent compound. After metabolic inactivation, mibefradil is excreted into the bile (75%) and urine (25%), with less than 3% excreted unchanged in the urine.

Studies in human liver microsomal preparations have demonstrated that mibefradil is a powerful inhibitor of liver CYP3A4, with both competitive and mechanism-based effects on this enzyme at therapeutically relevant concentrations (16). In particular, the potency of competitive inhibition of CYP3A4 is such that the IC$_{50}$ value (<1 μM) falls within the therapeutic plasma concentrations of mibefradil and is comparable to that of ketoconazole. However, the inhibition of CYP3A4 by mibefradil, unlike that of ketoconazole, is at least partially irreversible. On the basis of the in vitro results, mibefradil is one of the most potent mechanism-based inhibitors of CYP3A4 reported to date. Therefore, it should have been anticipated that clinically significant drug-drug interactions would likely ensue when mibefradil was coadministered with the large number of agents metabolized primarily by CYP3A4. In addition, in vitro studies by the manufacturer demonstrated an inhibitory effect of mibefradil on CYP2D6 and CYP1A2, thus suggesting the possibility of additional potential drug-drug interactions.

3. Clinical Drug-Drug Interactions

Prior to registration, several clinical drug-drug interaction studies were done. In those studies, mibefradil or its metabolites were found to inhibit CYP3A4 and CYP2D6 but not CYP1A2. Coadministration of mibefradil with metoprolol (a substrate for CYP2D6) in healthy subjects resulted in a twofold increase in the peak plasma concentrations of total (R- and S-enantiomeric) metoprolol and a four- to fivefold increase in AUC. Coadministration of terfenadine (a substrate for CYP3A4) and mibefradil in healthy subjects resulted in elevated plasma concentrations of terfenadine up to 40 ng/mL.
Twice-daily dosing of 60 mg terfenadine increased the mean QTc interval by 12%. The levels of cyclosporine A (another CYP3A4 substrate) increased about twofold with concomitant treatment with 50-mg mibefradil for eight days. In healthy volunteers, elevations in peak quinidine (a CYP3A4 substrate) plasma levels (15–19%) and in AUC (50%) were found during coadministration of single doses of mibefradil at doses of 50 mg and 100 mg. Despite in vitro evidence of inhibition of CYP1A2, no pharmacokinetic interaction was observed with theophylline, a CYP1A2 substrate. It was also reported that no clinically important interaction was seen between mibefradil and cimetidine, digoxin, angiotensin-converting enzyme (ACE) inhibitors, nonsteroidal anti-inflammatory agents, long-acting nitrates, or warfarin (15).

4. Adverse Experiences

Within several weeks of its launch, numerous serious adverse events involving mibefradil were being reported on a regular basis. These included severe bradycardia when used concomitantly with β-blockers, cardiogenic shock when switching from Posicor to dihydropyridine CCBs (17), and rhabdomyolysis when used with HMG-CoA reductase inhibitors (18).

On the basis of these postmarketing adverse experiences, the manufacturer issued a Dear Doctor letter in which it was mentioned that mibefradil was found to interfere with the metabolism of 26 other medicines and that concomitant use of mibefradil with several of these medications was contraindicated.

In a second Dear Doctor letter in June 1998, mibefradil was voluntarily withdrawn from the market by Roche due to “complexities” of drug interactions. The withdrawal apparently was precipitated by the analysis of the results of a study of ~2500 patients with congestive heart failure (Mortality Assessment in Congestive Heart Failure or MACH-1 trial). This was a three-year study in which patients were treated with mibefradil, an ACE inhibitor, or placebo. The study reportedly found no difference between mibefradil and placebo in treating congestive heart failure, but it “provided further information on drug interactions” (19). It is likely that most of the interactions involved drugs metabolized by CYP3A4 and CYP2D6, but details of the study and its results have not yet been published.

5. Market Dynamics

Although the CCB market is sizable (more than $4 billion in U.S. retail sales in 1998), it is occupied by a variety of compounds, both branded and generic. Thus, Posicor was launched in a very competitive market, and it had virtually no impact on that market. Before its withdrawal, it had been prescribed to ~200,000 patients worldwide and generated <$27 million in U.S. retail sales during its brief time on the market.
C. Cimetidine

Cimetidine was the first histamine-2 (H2) receptor antagonist in the antiulcerant market. It was introduced to the U.S. market as Tagamet in 1977, and its patent expired in May 1994. It was approved for over-the-counter (OTC) marketing in September 1995, and it currently remains available on both the prescription and OTC markets.

1. Clinical Background

Cimetidine is a specific antagonist of the H2 receptor. It binds to the H2 receptor on gastric parietal cells and competitively blocks the action of histamine in the signaling pathway that regulates gastric acid secretion (both basal and stimulated). It is indicated for the treatment of duodenal and gastric ulcers, gastroesophageal reflux disease (GERD), and hypersecretory conditions such as Zollinger-Ellison syndrome and systemic mastocytosis. It is also indicated for prevention of upper gastrointestinal bleeding in critically ill patients.

Controlled clinical trials supporting the registration of cimetidine found that it was significantly better than placebo in achieving healing of duodenal ulcers. Subsequent studies also found cimetidine was effective in controlling symptoms of peptic ulcer disease and GERD. In addition, it significantly decreased the duration of gastrointestinal bleeding in patients with peptic ulcers (20). During phase III studies, cimetidine was generally well tolerated. A variety of adverse experiences were reported with cimetidine but not an incidence greater than placebo. Drug-drug interactions were not significant when cimetidine was used concomitantly with sedatives, analgesics, thiazide diuretics, bronchodilators, digoxin, or propranolol in the phase III studies.

More extensive experience with cimetidine showed that it was reasonably well tolerated. Postmarketing adverse experiences included dizziness and somnolence, reversible confusional states (in severely ill patients), mild diarrhea, gynecomastia, impotence, neutropenia, thrombocytopenia, increased hepatic transaminases, and increased serum creatinine (due to competition by the drug of renal tubular secretion of creatinine). Most of these adverse experiences are uncommon (occurring in <1% of patients) and dose related. Gynecomastia has been reported in as many as 4% of patients taking prolonged high doses of cimetidine for hypersecretory conditions (Zollinger-Ellison syndrome).

2. Clinical Pharmacology

Cimetidine is over 90% absorbed with ~50% bioavailability after oral administration. The plasma half-life is two hours with a volume of distribution of 1 L/kg. In patients with renal failure, plasma half-life is prolonged to ~5 hours. It has relatively low plasma protein binding (13–25%) and is readily removed by hemodialysis. Nearly 50% of the drug is excreted unchanged in urine after an oral
dose and 75% is excreted unchanged in the urine after an intravenous dose. The remaining drug after oral dosing is metabolized primarily to cimetidine sulf oxide and to a lesser extent to 5-hydroxymethyl cimetidine and guanylurea cimetidine, which are excreted in urine. Less than 2% of the drug is excreted unchanged in bile.

Although cimetidine itself does not appear to be a significant substrate for CYP enzymes, it has been shown to inhibit several enzymes to varying degrees, including CYP1A2, CYP2C19, and CYP3A4. The inhibitory effect of cimetidine on these enzymes is the basis for its drug-drug interaction profile.

3. Drug-Drug Interactions

Drugs metabolized by CYP that interact with cimetidine include, but are not limited to, the following: lidocaine, quinidine, midazolam, triazolam, nifedipine, verapamil, and fentanyl (4). In each instance, inhibition of CYP by cimetidine results in reduced metabolic clearance and increases in serum concentrations of the other drug, which can lead to the expected toxicity and adverse experiences characteristic of the other drug.

4. Market Dynamics

Cimetidine was launched in the United States as a first-in-class compound in 1977. It held virtually 100% of the U.S. prescription antiulcerant market from 1977 to 1981. In 1982, Carafate\textsuperscript{1} captured 4% of the U.S. market, and it was not until 1983 that the second H\textsubscript{2} antagonist (Zantac) became available. The market share of Tagamet decreased steadily from 1983 until it went off patent in 1994 (Fig. 1). The U.S. retail pharmacy sales of Tagamet peaked at $534 million in 1986, when it comprised 56% of the dispensed prescriptions in the U.S. market. Zantac held the greatest U.S. market share of dispensed prescriptions from 1988 (44%) through 1996 (33%), with peak sales of $1.95 billion in 1994. The U.S. prescription antiulcerant market is currently led by Prilosec, which has been the largest-selling drug in the world from 1996 through 1998.

Several factors contributed to Tagamet’s market decline. Dosing convenience (twice a day) made Zantac much more attractive than Tagamet (four times a day) to physicians and patients. Tagamet was eventually approved for twice-daily dosing, but not in time to prevent the market uptake of Zantac. However, the adverse drug-drug interactions attributed to Tagamet also played a prominent role in the marketing strategy and success of Zantac and other competitors. Despite being the first H\textsubscript{2} blocker in the prescription market and the first to apply for approval for OTC marketing, the approval for OTC marketing for Tagamet did not occur until September 1995 (more than one year after patent expiration), and another H\textsubscript{2} receptor antagonist (Pepcid\textsuperscript{1}) actually launched first in the OTC market. The concern of drug-drug interactions continues to be a factor in marketing efforts against cimetidine in both the prescription and OTC markets.
III. CONCLUSIONS

Drug-drug interactions have always been important in the development of safe and effective drug therapies. The increasingly competitive marketplace requires that every possible advantage be highlighted, particularly with the more extensive use of direct-to-consumer advertising. The potential impact of drug-drug interactions must be considered at all phases of drug development.

REFERENCES

3. IMS Health Drug Monitor, 12 months to December 1998.

Figure 1  Antiulcerant market share, 1979–1997. The market share (expressed as percent of total prescriptions dispensed) of the antiulcerant market is shown over the period from 1979 to 1997. Only four products (Tagamet, Zantac, Pepcid, and Prilosec) are shown. Other products in this market not shown here are Carafate, Axid, Cytotec, Propulsid, Prevacid, and generic cimetidine and ranitidine. Note that the initial increase in market share for Zantac (1983–1986) came exclusively at the expense of Tagamet and that further erosion of Tagamet market share occurred as additional products were introduced into the market. Patent expiration for Tagamet was in 1994 when it held 10% of the market. Source: From the National Prescription Audit, IMS America.
15. Brogden RN, Markham A. Mibefradil, a review of its pharmacodynamic and pharmacokinetic properties, and therapeutic efficacy in the management of hypertension and angina pectoris. Drugs 1997; 54:774–793.
19. F-D-C Reports, Inc. Roche Posicor withdrawn due to “complexities” of drug interactions, Roche says; FDA cites 25 drugs “dangerous” in combination with the calcium channel blocker, June 9, 1998.
Index

ABCG2 gene, 365
Absorption, 2, 3, 21
kinetics, 23
effect of dosing frequency on, 22
process, 22
Acetaminophen clearance rate, 90
Acetonitrile, 272
Acetoxymethyl esters, 369
Acquired immunodeficiency syndrome (AIDS), 643
Activation, 40, 46, 49
Acute myelogenous leukemia, 387
Acyl glucuronides, 252–253
ADME (absorption, disposition, metabolism, elimination)
P-gp-mediated efflux activity on, 375–382
properties of CYPs, 435
β-Adrenoceptor blockers, 608
Adverse drug events (ADEs), 289
African trypanosomiasis, 337
Aglycones, 87
clearance, factors affecting, 106
Agonists
competitive, 27, 28
inverse, 177
PXR, 177
Alamethicin, 296, 297, 340, 343
Aldehyde oxidase, 307
Alfentanil, 532
Allosteric site, 46
Alprazolam, 285, 532, 649
Alprenolol
enzyme induction of, 4, 11
hepatic extraction ratio (E_H), 8
oral bioavailability, 7, 8, 9
pentobarbital’s pretreatment effect on, 3, 4, 7
pharmacokinetics of, 3, 5, 9
Amino acid residues
in ABCG2 gene, 365
in MDR1 gene product, 368
in MRP1, 364
in MRP2, 365
in P-gp binding region, 370–371
1-Aminobenzotriazole (ABT), 300, 306, 307
mechanism of inhibition of, 306–308
Amiodarone, 267, 693
Amphetamines, 608
Analytical run times, 260, 261
Anesthetics, 569, 693
Antiarrhythmic agents, 608
Antibiotic drugs, 232, 696
Antibody inhibition, 329–332
Antidepressants, 608, 692
serotonergic drugs, 696
Antiepileptics, 693–694
Antimycotic drugs, 232
Antineoplastic agents, 694–695
Antitussive agent, 248–249
APAP glucuronidation, interactions affecting, 94. See also Glucuronidation
Area under plasma concentration-time curve. See AUC
Arylamine sulfonamides, 696
Aryl hydrocarbon receptor (AhR), 550
Astemizole, 232, 666, 712
ATP-binding cassette (ABC) family of transporters, 135, 163–167
acetylsalicylic acid, 163
antiviral agents, 163
breast cancer resistance protein, 167
MRP1, 165
MRP2, 165–166
MRP3, 166
MRP4, 166–167
P-gp, 163–164
ATP-binding cassette (ABC) transporter, 361, 365, 366, 367, 370, 547
architecture of, 368
AUC
for alpranolol, 6
for drug elimination, 472
following an oral dose, 11
midazolam, for oral, 484
modulating drug, ratio in presence and absence of, 475
for multiple dosing, 16, 17
oral, 472
for affected drug, 473
for repaglinide, 486
during rifampin pretreatment, 3, 7
systemic clearance, 472
terfenadine, of oral, 487
for unbound species, 13
AutoDock, 453, 454
Automated docking, 436, 449, 453, 458
programs of, 452
Automated ligand-protein docking, 452–454
algorithms for, 453
applications of, 453–454
CYP pharmacophore validation and refinement by, 453–454
dextromethorphan, of, 453–454
binding affinity, for, 453
catalytic site, for, 453
uses of, 453
Autosamplers, 274, 276
Azole antifungals, 60, 72, 695, 712
inhibitor of intestinal first pass metabolism of CYP3A drug substrates, 487–488
Baculosomes, 264, 265
bDNA technology, 221
Benzodiazepine agonist drugs, 646, 650
7,8-Benzoflavone, 46, 48
as activator, 47
Benzphetamine metabolism, effect of CYP2B1 on, 38
Benzylamine, 309, 310
Benzpyroxiquinoline and benzylxoytrifluorocoumarin (BFC) probes, 213, 214
Benzylpenicillin-probenecid, 173
interactions, 171
plasma concentration, effect on, 172
Bile acids, 156, 159, 178, 480
Bile salt export pump (BSEP), 366
Biliary excretion, 382, 389, 398
for doxorubicin elimination, 402
of methotrexate, 365
Bilirubin, 89, 90, 91, 111, 582. See also Hyperbilirubinemia glucuronide, 365
Bioavailability, 2, 8, 91, 99
oral, 7, 8, 9, 11, 23, 24, 59
Biopharmaceutical Classification System (BCS), 391
Biotransformation, 232, 471, 493
Biphasic saturation kinetics, 43–44
ß-Blockers, 70, 692–693
Blood-brain barrier (BBB), 164, 394–395, 402
Bovine serum albumin (BSA), 108, 344
Brain capillary endothelial cells, 153–154, 395
Index

Brain microvessel endothelial cells (BMECs), 394–395
sterol transport by, 167
substrate specificity of, 167, 366
Brij-58, 343
Brush border membrane vesicles (BBMW), 150, 398–399
Bufuralol, hydroxylation of, 326–328
Caco-2 cells, 97, 99–100, 152–153, 392–393
correlation between fraction absorbed and membrane transport, 152
P-gp expression in, 393–394
transcellular transport of vinblastine in, 153
Caffeine, 591, 669
oral clearance, 591–593
and phenacetin breath tests, 593–594
and urinary MRs, 594–597
Caffeine metabolism, 64, 593
effect of N-3-demethylation, 64
inhibitors of, 64
theophylline inhibition on, 63, 64
Calcein acetoxyethyl ester (calcein-AM), 366
Calcium channel blockers, 691–692
Canalicular multispecific organic anion transporter (cMOAT), 165, 365
Cannabidiol, 517
Capillary electrophoresis, 260
Carbamazepine, 92, 101, 235, 532, 693
Carboxylic acid metabolite, formation of, 315–316
CAR/NR1I3, 176, 177–178
cDNA-expressed CYPs, 515, 531
cDNA transfectants, 154
Cefadroxil-cephalexin, 174
Center for Drug Evaluation and Research (CDER), 241
Centrifugal filtration technique, 148
Cerivastatin, 232, 554, 555
clearance metabolism, 170
metabolism of, 295, 296
Cerivastatin (Baycol®), 113, 232
Cerivastatin-induced rhabdomyolysis, 232
CYP41251, 388
CHAPS, 340, 343
Chemical inhibition, 329–332
Chemotherapeutic agents, 359, 384, 385, 401, 404
and cyclosporin A, 390
toxicity of, 387
Chinese hamster ovary (CHO) cells, 359, 547
Chloramphenicol, 517
Chloride channel activation, by P-glycoprotein (P-gp), 364
Chlorobenzene metabolism, reaction conditions of, 37
Chloroperoxidase, 259
Chlorzoxazone, 273, 614–615
6-hydroxylation of, 273
Chronic dosing, 14, 24
costant rate infusion, 14, 15, 24
multiple, 14, 16–17, 23
Cimetidine, 277, 716–718
Ciprofloxacin-probenecid, 173
Cisapride, 232, 666, 667, 690
Clarithromycin, 533
as inhibitor of CYP3A4, 488
Class I CYPs, 436. See also CYP
Class II CYPs, 436. See also CYP
Clearance (CL), 5, 6, 7
hepatic intrinsic (C_Lint), 10–12, 17
versus volume of distribution, 6
Clotidogrel (CYP2B6), 572, 669
Clofazimazole, 251
CO₂ breath tests, 587–588
Cocktail approach, 261, 589–591, 677
Code of Federal Regulations (21 CFR 201.56), 680
Collagen-sandwich model, 207
Competitive inhibition, 136, 146. See also
Noncompetitive inhibition kinetics of, 32, 40, 45, 48
conditions of, 38–39
Computational molecular modeling software for CYP, 444–446.
See also CYP
Computer-aided homology modeling, 436
Constant rate infusion, 14, 15
Constitutive androstaner receptor (CAR), 91, 550, 647
Correlation analysis, 300, 301
   Pearson’s product moment, 317
Coumarin, 242, 281, 320, 330, 586, 597–598
Covalent binding, evaluation of, 288–289
Crigler-Najjar, 89, 90, 111
   syndrome, 89
Cryopreservation techniques, 148
Cryopreserved human hepatocytes, 148, 149, 155
   prescreening, 148, 149
   uptake of organic anions by, 148
Crystallographical protein structures, 442
Crystal structures of CYP, 442–443.
   See also CYP
   development of, 448
   errors in, 442–443
   ligand bound, comparison between, 452
   resolving, 442
C3435T mutation, 371, 372
Cyclosporin A, 384, 385–386, 532
   effect of, 175
Cyclosporine, 96, 493, 554, 558, 690–691
CYP. See also specific entries
   activity assays, 213–217
   activity measurement, 284–285
   apoprotein, 516
   effect of fractional metabolism by, 233
   enzymes, 260, 344
   commercial availability of, 263
   identification of, 299–334
   metabolites formation of, 265
   expression induction
   data interpretation for, 208–211
   by xenobiotics, methods of, 208–211
   inducers, strategies for managing potential, 226–227
   induction in drug discovery, strategies for dealing with, 226
   inhibitors, 676
   marker metabolites, 261
   mechanism-based inhibitors of, 526
CYP, enzymes, 110, 111, 113
   active sites, 45–47
   activity of, effect on total clearance, 58
   ADME properties of, 435
alignments of, 443
basal levels of, 208, 210
   broad substrate selectivity, 31, 37, 40
      kinetic scheme for, 41
   catalytic activities of, 435–436
   catalytic cycle of, 33, 34, 37
   classification of, 436
   cloning of, 32
   CYP1A1, 40
   CYP1A2, 62–65
   CYP2A1, 38
   CYP3A, 35, 42
      kinetic characteristics of, 40
      oxidation of, 40
   CYP3A4, 46, 48, 70–73
   CYP2B1, 38
   CYP2C8, 73–74
   CYP2C9, 47, 63–66
   CYP2C19, 66–68
   CYP2D6, 68–70
   drug disposition, role of, 435
   drug metabolism, responsible for, 55
   effectors of, 45, 46
   electronic potential of active site of, 451
   elimination of drugs, 55, 56
   expression of, 32
   homology model building for, 442–452
   homology models of, 438–441
   incidence versus potency, 60–61
   incubation conditions for, 36–37
   induction of, 205
      in vitro models for assessing, 206
      in intestine, 55–56
      ligand-protein binding, 452–454
      in liver, 55–56
      Michaelis-Menten kinetics for, 32–38
      modeling methods, 436
      molecular dynamics, 436, 455–456
      in nasal epithelia, 55–56
      non-Michaelis-Menten kinetics for, 40–45
      pharmacological effects, role in drugs, 435
   potent
      inducers of, 112
      inhibitors of, 55–56, 60–62
Index

[CYP, enzymes, (Continued)]
  preparations, 34–35
    advantages and disadvantages of, 35
    methods of, 34–35
  protein induction of, 207
  reaction conditions of, 37–38
  reconstitution of, 35
  reductase, 34
    reduction of, 37, 38
  refinement and validation of, 453–454
  regulation of, 205
  relative
    hepatic abundance of, 57
    significance of, 57
  role in
    drug clearance, 60
    pharmacokinetic drug interactions, 55
  root name of, 54
  saturation kinetics characterization, 34
  software for molecular modeling, 444–446
  structural variations in, 436
  structure of, 436, 437
  superfamily of, 54–55
  systematic nomenclature system of, 54
  tissue distribution and abundance of, 55–56
  toxicological effects, role in drugs, 435

X-ray crystallography, 442

CYP, inhibition
  automated and/or validated assays for, 245–248
  determination of enzyme constants in vitro, 521–528
  direct, 248–242
    mechanisms for, 249, 251
  interpretation of, 289–298
  irreversible inhibitors
    characteristics of, 516–517
    drug-drug interactions due to, 531–537
    types of, 517–519
  kinetics of mechanism-based inhibition, 519–521
  prediction of drug interactions in vivo
    extent of interaction, 528–530
    intestinal wall metabolism, 531
    time course of inactivation, 530–531
  studies, 260–289

time-dependent
  mechanism-based inactivation, 253–254
  mechanisms, 252–253
  metabolic intermediate (MI) complex formation, 254–256, 259
  reversible inactivation, 258–259
  structures associated with, 256

CYP, reaction phenotyping
  in vitro, 335–336
  experimental approaches of, errors in various, 334–337

CYP101, crystal structures of, 443

CYP1A, 591

CYP1A1
  activity determination, 213
  expression, 496

CYP1A2, 591
  active sites of, 62, 63
  caffeine, 591
  oral clearance, 591–593
  and phenacetin breath tests, 593–594
  and urinary MRs, 594–597
  drug substrates metabolized by, 64–65
  enoxacin inhibition on, 64
  interaction with caffeine, 62
  N-3-demethylation, 62, 63
  omeprazole induction on, 63
  pefloxacin inhibition on, 64
  \( \pi \rightarrow \pi \) interactions, 63
  properties of, 62–65
  induction, 63
  inhibition, 63–64
  selectivity, 62–63
  substrates, 64–65
  protein homology modeling for, 62, 63
  theophylline inhibition on, 64

CYP2A6, 597–599

CYP2A, 518, 523, 615–617
  activity in vivo, 532–534
  catalyzed midazolam 1'-hydroxylation activity, 479
  classification of inhibitors, 574–576
  dependent first-pass metabolism, effect of grape fruit juice on, 490–493
  dose- and time-dependent induction of, 219
[CYP3A, (Continued)]

- effect of P-gp on, 493–494
- enzymes, 516
- erythromycin, 617–618
- expression, 479
- gene expression of, by PXR (pregnane X receptor), 222
- grapefruit juice effect on bioavailability of, 492
- inducers of, 482–486
- induction of, 205, 210
  - variability in, 211
- inhibitors, 486–490, 647, 651
- isozyme, 479
- itraconazole effect on intestinal, 487
- kinetic characteristics categories, 40
- localization and function of, 478–482
- mechanism based inhibitors of, 487, 488
- mediated intestinal first-pass metabolism, 481
- mediator of DFP metabolic pathway, 223
- members of, family, 478–482
- midazolam, 618–620
- mRNA levels of, 207, 221
- oxidation of, 40
- substrates of, 481
  - effect of grapefruit juice on the oral AUC of, 491
- testosterone as probe of, 213
- in vitro versus in vivo induction of, 212

CYP3A4, 522
- allosteric behavior of, 72
- apoprotein, 518
- comparison with CYP3A5, 479–480
- conformational changes of, 71
- dose- and time-dependent induction of, 220
- effect of hPXR agonist, 485
- expression, 478
- hepatic, basal and inducible expression of, 480
- inducers of, 71, 483, 484
- induction of, 210, 213
- inhibition of, 60–62
  - evaluation, 271
- intestinal, regulation, 480
- ketoconazole inhibitor, 71–72
- lipophilic drug metabolism by, 70
- marker substrates, 271
- mechanism-based inhibitors of, 524–525
- metabolism, 666
- metabolism-dependent inhibitor, 261–262
- N-dealkylation reactions, 70
- and P-glycoprotein (P-gp), 378–380
- pregnane X receptor (PXR), 71
- properties of, 70–73
  - induction, 71
  - inhibition, 71–72
  - selectivity, 70–71
  - substrates, 72–73
- protein content of, 479
- homology models for, 71
- role in first pass metabolism, 479
- role in intestinal elimination of drugs, 56
- substrates of, 479
- transcriptional effect of intestinal, 483

CYP3A5
- comparison with CYP3A4, 479–480
- expression, 478
- substrates of, 479
- variants of, 478, 479
- CYP3A4/5 marker substrates, 271
- CYP3A-mediated biotransformation, 516
- CYP2B, in vitro versus in vivo induction of, 212

CYP2B1
- activity determination, 213
- mRNA levels of, 207
- protein, 517

CYP2B6
- bupropion clearance by, 73
- inhibitors, 569–574

CYP102 binding, 454

CYP2C, 600
- isoforms of, 494, 495
- substrates of, 495

CYP2C8, 495
- activity, 287

CYP2C9, 59, 65–66, 600–601
- allelic variants of, 65
Index

[CYP2C9, (Continued)]

<table>
<thead>
<tr>
<th>Drug</th>
<th>Properties and Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>drug substrates of, 65</td>
<td>in Escherichia coli, 265</td>
</tr>
<tr>
<td>inhibitors of, 65–66</td>
<td>HMG-CoA reductase, 66</td>
</tr>
<tr>
<td>sulfaphenazole, 65–66</td>
<td>nonsteroidal anti-inflammatory agents (NSAIDs) and, 602</td>
</tr>
<tr>
<td>nonsteroidal anti-inflammatory drugs (NSAIDs), 65</td>
<td>phenytoin, 66</td>
</tr>
<tr>
<td>properties of, 65–66</td>
<td>inhibition, 65–66</td>
</tr>
<tr>
<td>polymorphism, 65</td>
<td>selectivity, 65</td>
</tr>
<tr>
<td>substrates, 66</td>
<td>substrates, metabolism of, 264</td>
</tr>
<tr>
<td>tolbutamide, 66, 601–602</td>
<td>warfarin metabolism by, 65</td>
</tr>
<tr>
<td>CYP2C19, 66–68, 602–603</td>
<td>imipramine metabolism by, 68</td>
</tr>
<tr>
<td>inhibitors of, 67</td>
<td>mephenytoin metabolism by, 68</td>
</tr>
<tr>
<td>omeprazole metabolism by, 68</td>
<td>poor metabolizers (PMs) of, 67</td>
</tr>
<tr>
<td>properties of, 66–68</td>
<td>substrates of, 66–67</td>
</tr>
<tr>
<td>CYP2C8-mediated metabolism, 555</td>
<td>CYP2D6, 607–608</td>
</tr>
<tr>
<td>activity in vivo, 533, 536</td>
<td>canary population of, 58</td>
</tr>
<tr>
<td>debrisoquine, 609–610</td>
<td>dextromethorphan, 610–611</td>
</tr>
<tr>
<td>extensive metabolizers (EMs), 58</td>
<td>homology model, 437</td>
</tr>
<tr>
<td>Asp301 amino acid residue of, 449</td>
<td>bacteria CYP101, based on, 450</td>
</tr>
<tr>
<td>comparative models of, 449</td>
<td>docking of substrates, 449</td>
</tr>
<tr>
<td>GRID/GOLPE analysis, 449</td>
<td>rabbit CYP2C5, based on, 450</td>
</tr>
<tr>
<td>sequence alignment, 449</td>
<td>metoprolol, 610</td>
</tr>
<tr>
<td>nitrogen atom of, 68</td>
<td>poor metabolizers (PMs), 58</td>
</tr>
<tr>
<td>properties of, 68–70</td>
<td>quinidine inhibition, 69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CYP2C9</th>
<th>CYP2C9-mediated metabolism, 555</th>
</tr>
</thead>
<tbody>
<tr>
<td>ritonavir inhibition, 69</td>
<td>site of metabolism of, 68</td>
</tr>
<tr>
<td>SSRIs inhibition, 69</td>
<td>substrates of, 68, 69–70, 496</td>
</tr>
<tr>
<td>CYP2E1, 272, 613–615</td>
<td>CYP2E1-mediated pathway, 113</td>
</tr>
<tr>
<td>CYP2 family, alignment using site-directed mutagenesis data, 449</td>
<td>CYP-mediated drug interactions, 546.</td>
</tr>
<tr>
<td>See also CYP</td>
<td>CYP-selective substrates, 263–264.</td>
</tr>
<tr>
<td>See also CYP</td>
<td>Cytochrome bs, 34, 35, 38, 264, 332, 333</td>
</tr>
<tr>
<td>Cytochrome P450. See CYP</td>
<td>Cytochrome P450 1A. See CYP1A</td>
</tr>
<tr>
<td>Cytochrome P450 1A2. See CYP1A2</td>
<td>Cytochrome P450 2A6. See CYP2A6</td>
</tr>
<tr>
<td>Cytochrome P450 3A. See CYP3A</td>
<td>Cytochrome P450 3A4. See CYP3A4</td>
</tr>
<tr>
<td>Cytochrome P450 5C. See CYP2C</td>
<td>Cytochrome P450 2C9. See CYP2C9</td>
</tr>
<tr>
<td>Cytochrome P450 2C19. See CYP2C19</td>
<td>Cytochrome P450 2D6. See CYP2D6</td>
</tr>
<tr>
<td>Cytochrome P450 2E1. See CYP2E1</td>
<td>Cytochrome P450 2E1. See CYP2E1</td>
</tr>
<tr>
<td>Cytochrome P450 2E1. See CYP2E1</td>
<td>Cytochromes, resolving crystal structures for, 442</td>
</tr>
</tbody>
</table>

Dapsone, 43, 617
effect on naproxen metabolism, 47
dexmedetomidine, 267
desipramine, 69, 674, 692
dexamethasone, 222, 549–550
dexpropoxyphene, 387
dextromethorphan (DTM), 234, 532, 610–611, 669
biotransformation of, 248–249
docking, 453–454
*O*-demethylation of, 590
dexpropoxyphene, 318
dexverapamil, 387
DFB [3-(3,4-difluorobenzyl)oxy]-5,5-dimethyl-4-[4-(methylsulfonyl)phenyl]furan-2(5H)-one, 214
CYP3A4 induction by, 214
DFH, turnover to, 215
pathways for, 215
DFH [3-hydroxy-5,5-dimethyl-4-[4-(methylsulfonyl)phenyl]furan-2(5H)-one], 223
metabolic pathway of, 224
Diazepam, 248–252
Diet, effect on PXR activation, 175
Diflunisal, 339
Digoxin, 168–169, 389, 551, 696
absorption of, 376
biliary excretion, 168
plasma concentration of, 168
quinidine effect on, clearance, 168
urinary excretion, 168
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digoxin-quinidine and digoxin-quinine, 168–169
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Drug-metabolizing enzymes, 546
Dubin-Johnson syndrome, 165, 166.
See also Hyperbilirubinemia
Duodenal P-gp content, 549, 553

Eadie-Hofstee plot, 321, 322
EC50, 208
Efavirenz, 483, 669
EFC O-deethylation activity, of P450 2B6, 522
Effector molecule (E), 45, 46
Efflux ratio, 396
Eisai hyperbilirubinemic rats (EHBFR), 365
EMEA. See European Agency for the Evaluation of Medicinal Products (EMEA)

(R)-Enantiomer, 603–604
Endogenous compounds, in vivo probes, 582–583
Endogenous CYP degradation rate, 535
Endothelin antagonists, hepatic uptake of, 148
in vivo integration plot analysis, 149
Enterohepatic circulation (EHC), 499
Enzyme activity, loss in, 285
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Hepatotoxicity, 258
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development of, 448
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biosynthesis of, 55
HPLC method, 245–246
as a separation technique, 260
and UV, 269
Index

H₂ receptor antagonists
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batches, 263
Human pregnane-X-receptor (hPXR), 480
Human pseudogenes, 88
Hydrazine drugs, 696
Hydrogen peroxide, 519
Hydrophobic vacuum cleaner, 369
6β-Hydroxycortisol, 582–583
Hydroxylation index (HI), 586
7-Hydroxylation of coumarin, 597–599
4'-Hydroxymephytoin excretion, 604–605
3-Hydroxymorphinan, 318
6β-Hydroxytestosterone metabolite, quantification of, 213
Hyperbolic saturation kinetics, 32, 33, 34, 36, 37
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See also CYP3A4
Hypericum perforatum. See St. John’s wort
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