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INTRODUCTION. 

The cover time of random walks (movement) is considered to be one of the 

most important issues in the present time, as it has a lot of applications in many 

fields, such as the theoretical computer science, derandomization, recycling of 

random bits, approximation of algorithms related to the efficient construction 

in cryptography, finally it has many applications in many subject of economy. 

In general, we are focusing our attention on the various ways of application of 

the random walks for separate macro indices of economic dynamics, as it is the 

main topic of the present dissertation study.  

In fact, the issue we are we interested in is the simple random walk given as 

undirected graph that could define its cover time. Some of the issues related to 

its probabilistic distribution and the determination of the general upper and 

lower bounds of the cover time, are also important. 

The main objective of the present study is to classify and present the 

contemporary theoretic achievements within the scientific field at stake. The 

practical aspects of the economy are taken into consideration alongside the 

abovementioned, through endeavoring to build a complex dynamic model of 

econometric nature of the Egyptian economy, in particular, of the agricultural 

sector.   

The tasks of the study are the following: (1) to present a description and an 

assessment of the possible applications of the cover time random walks for the 

purpose of revealing the specifics of the economic dynamics; (2) to classify the 

results of the application of the cover time random walks for the purpose of 

determining the dynamic walks of the macroeconomic indices in order to be 

implemented, by the decision-makers, in the form of relevant actions related to 

the economic policy; (3) to implement the general conclusions made for the 

purpose of building an original econometric model and its application in 

analyzing and preparing middle-term forecasts of the basic macroeconomic 

variables. 
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The methods of the mathematical and econometrical modelling and the 

statistical aspects of obtaining and implementing dynamic indices of the 

Egyptian economy, are applied,   

Chapter 1 presents a brief introduction of the issue of random walks and 

Markov chains as well as the specifics of some types of graphs illustrating the 

problem at stake. Some definitions of cover time random walks are presented 

afterwards, alongside examples of the cover time of some types of graphs. 

The bounds on the cover time random walks are discussed. The attention is 

focused on the cases of simple undirected graphs by presenting the 

corresponding upper and lower bounds of the cover time random walks. 

Chapter 2 presents a review and a summary of the evidence for the existence of 

various aspects of the random walks related to macroeconomic time series by 

displaying their connection to the random processes and random walks. Some 

artificial dynamic time series, along with real ones concerning the US 

economy, are used and their cover time characteristics are tested and compared. 

The process generating the non-stationarity in time series is covered by taking 

into consideration the empirical evidence determined by the nature of 

macroeconomic time series. Along with the specifics of the linear trends, some 

examples of random walks and non- linear walks are also covered. 

The last Chapter 3 contains, for the purpose of trend analysis and forecasting of 

the variables of the corresponding econometric model, some adjusted time 

series related to the Egyptian agriculture for the period 1960 – 1999.  In 

particular, the indices for the total of production and the production of 

agriculture products are applied, alongside those for investments, employment 

and wages in the sector of agriculture. The main source of this information is 

the Arab Republic of Egypt Central Agency for Public Mobilisation and 

Statistics. The data is filtered in order to eliminate the trend, a spectrum 

analysis is applied to obtain the lag matrix for the variables and thus we ground 

the composition of a stationary and relatively stable econometrical model of the 
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agriculture in the Arab Republic of Egypt. Some forecasts, covering the period 

up to the year 2010, are drawn for the endogenous and exogenous variables of 

the model, being one of the alternatives concerning the development of the 

sector in middle-term perspective. 

The results are summarized briefly in the conclusion and some inferences are 

drawn for the purpose of future studies in the same field. The references 

contain the titles of the books cited or used at reviewing and forming the 

author‘s statements as well as those referred to at implementing the necessary 

comparisons and drawing the conclusions of the study presented in the 

dissertation. 
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 CHAPTER 1 

 COVER TIME RANDOM WALKS 

 DEFINITION, BOUNDS AND APPLICATION IN ECONOMY 

1.1 Random Walks and Graphs 

Given a graph and a starting point, we select a neighbour of it at random, 

and move to this neighbour, then we select a neighbour of this point at 

random, and move to it and so on. Thus the (random) sequence of points 

selected forms a random walk and it determines a walk or a trajectory 

within the given graph. 

Random walk is a finite Markov chain that is time-reversible. In fact, 

there is not a substantial difference between the theory of random walks 

on graphs and the theory of finite Markov chains, as every Markov chain 

can be viewed as random walk on a directed graph. Similarly, time-

reversible Markov chains can be viewed as random walks on undirected 

graphs, and symmetric Markov chains, as random walks on regular 

symmetric graphs. In this respect, some hypotheses are drawn in relation 

to random walks, by focusing the attention on the cases representing the 

undirected random walks. 

Random walks arise in many models in mathematics and economy. In 

fact, this is one of those notions that tend to pop up everywhere once you 

begin to look for them. For example, consider the shuffling of a deck of 

cards. Construct a graph whose nodes are all permutations of the dec, and 

two of them are adjacent if they come by one shuffle move (depending on 

how you shuffle). Then repeated shuffle moves correspond to a random 

walk on this graph. 
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The classical theory of random walks deals with random walks in their 

capacity of simple but infinite graphs, like grids, where their qualitative 

behavior is being studied. Does the random walk return to its starting 

point with probability one? Does it return infinitely often? For example, 

Pólya [112] proved that if we do a random walk on a d-dimensional grid, 

then (with probability 1) we return to the starting point infinitely often if  

d = 2, but only a finit number of times if d   3 (see also Doyle and Snell 

[48 ]. 

More recently, random walks on more general, but finit graphs have 

received much attention, and the aspects studied are more quantitative: 

how long we have to walk before we return to the starting point? Before 

we see a given node? Before we see all nodes? How fast does the 

distribution of the walking point tend to its limit distribution? 

As it turns out, the theory of random walks is very dosely related to a 

number of other branches of graph theory. Basic properties of a random 

walk are determined by the spectrum of the graph, and also by electrical 

resistance of the electric network naturally associated with graphs. There 

are a number of other processes that can be defined on a graph, mostly 

describing some sort of ―diffusion‖. Their basic parameters are closely 

tied with the above mentioned parameters of random walks. All these 

connections are very fruitful and provide both tools for the study and 

opportunities for applications of random walks. However, in our work we 

shall restrict our attention to the mathematical side and its applications in 

economy. 

Much of the recent interest in random walks is motivated by important 

algorithmic applications. Random walks can be used to reach ―obscure‖ 

parts of large sets, and also to generate random elements in large and 
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complicated sets, such as the set of lattice point in a convex body or the 

set of perfect matching in a graph. We‘ll survey some of these 

applications along with a number of more structural results. 

We mention three general references on random walks and finite Markov 

chains: Doyle and Snell [48], Diaconis [43] Aldous [3 ]. 

In a mathematician‘s terminology, a graph is a collection of points and 

lines connecting some (possibly empty) subset of them. 

 The points of a graph are most commonly known as graph vertices, but 

may also be called ―nodes‖ or simply ―points‖ similarly, the lines 

connecting the vertices of a graph are most commonly known as graph 

edges, but may also be called ―arcs‖ or ―lines‖. 

Graphs come in a wide variety of different sorts.  

The simple graph G is defined as a pair 

 (V(G), E(G)), where V(G) is a non-empty finite set of elements called 

vertices or (nodes) and E(G) is a finite set of unordered pairs of distinct 

elements of V(G) called edges (or lines), V(G) is sometimes called the 

vertex-set and E(G) - the edge-set of G.  

A graph G is connected if any given pair of vertices v, w in G could be 

connected. A graph having an empty edge-set is called a null graph. 

A weighted graph is a graph in which each branch is given a numerical 

weight. A weighted graph is therefore a special type of labeled graph in 

which the labels are numbers (which are usually taken to be positive). 

A graph in which every vertex has the same degree is called a regular 

graph. If every vertex has degree r, the graph is called regular graph of 

degree r. 
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A simple graph in which every pair of distinct vertices are adjacent is 

called a complete graph. The complete graph on n vertices is usually 

denoted by kn 

The n-star graph is a tree of n+1  nodes with one node having  vertex 

degree n and the others having vertex degree 1. 

Given any connected graph G, we can choose a circuit and remove one of 

its edges, the new graph remaining connected we repeat this procedure 

with one of the remaining circuits, continuing until there are no circuits 

left. The graph which remains will be a tree which connects all the 

vertices of G; it is called a spanning tree of G. 

Let G = (V, E) be a connected graph with n nodes and m edges. Consider 

a random walk on G : we start at a node V0 if at the t-th step we are at a 

node Vt, we move neighbour of Vt with probability 1/d (Vt). Clearly, the 

sequence of random nodes (V t : t= 0,1,...) is a Markov chain. The node 

V0 may be fixed, but may itself be drawn from some initial distribution 

Po. We denote by Pt the distribution of VT 

Pt (i) = Prob (Vt= i) 

We denote by M = (Pij)i,j ЄV the matrix of transition probabilities of this 

Markov chain. So: 

                    



,       ),(   / 1   

            
 

Eijifid

otherwiseo
ijP

                       (*) 

Let AG be the adjacency matrix of G and let D denote the diagonal matrix 

with  (D)ii = 1/d (i).  Then : 

M = DAG                If G is d-regular 
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then 

M = (1/d) AG 

The rule of the walk can be expressed by the simple equation: 

Pt+1 = M 
T
Pt. 

The distribution of the t-th point is viewed as a vector in R
v
. 

and hence  

Pt = (M
T
)

t 
P0. 

It follows that the probability P
t

ij
 that, starting at i, we reach j in t steps is 

given by the ij-entry of the matrix M
t
. 

If G is regular, then this Markov Chain is symmetric: the probability of 

moving to u, given probability of moving to node V, given that we are at 

node u. for a non-regular graph G, this property is replaced by time-

reversibility: a random walk considered backwards is also a random walk. 

More exactly, this means that if we look at all random walks 

(V0,V1,…Vt), where V0 is from some initial distribution P0, then we get a 

probability distribution Pt on Vt. 

We also get a probability distribution Q on the sequences 

(V0,V1,...Vt). If we reverse each sequence, we get another probability 

distribution Q` on such sequences. 

Now time-reversibility means that this distribution Q` is the same as the 

distribution obtained by looking at random walks starting from the 

distribution Pt. 
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The probability distributions P0, P1,... are of course different in general. 

We say that the distribution P0 is stationary (or steady-state) for the graph 

G if P1 = P0, in this case, of course, Pt = P0 for all t   0 we call this walk 

the stationary walk. A one-line calculation shows that for every graph G, 

the distribution 

m2

)(d
)(


  

is stationary. in particular, the uniform distribution on V is stationary if 

the graph is regular. It is not difficult to show that the stationary 

distribution is unique (here one has to use that the graph is connected). 

The most important property of the stationary distribution is that if G is 

non-bipartite, then the distribution of Vt tends to a stationary distribution, 

this is not true for bipartite graphs if n > 1, since then the distribution Pt is 

concentrated on one color class or the other, depending on the parity of t. 

In terms of the stationary distribution, it is easy to formulate the 

property of time-reversibility: it is equivalent to saying that for every 

pair i,jV: 

 (i) Pij =  (j) Pij 

This means that in a stationary walk, we step as often from i to j as from j 

to i. 

From 

Pij = ∫ 

1/d (i), ако ij є E 

 

0  
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we have        (i) Pij = 1/(2m)  for i,j ε Е 

So we see that we move along every edge, in every given direction, with 

the same frequency. If we are sitting on an edges and the random walk 

just passed through it, then the expected number of steps before it passes 

through it in the same direction again is 2m. there is a similar fact for 

nodes i if we are sitting at a node i and the random walk just visited this 

node, then the expected number of steps before it returns is 

1/ (i) = 2m/d(i). 

We are now going to introduce the main prompters of theory of random 

walks, which access time or hitting time, the commute time and finally 

the cover time. 

(i) The access time or hitting time Hij is the expected number of steps 

before node j is visited starting from node i. 

 (ii) The commute time is the expected number of steps in a random walk 

starting at i, to visit the node j then reached node i  again, it given by the 

sum: 

C(i,j) = H(i,j) + H(j,i) 

There is also a way to express access times in terms of commute times, 

due to Tetali [134]. 











 

u

)]i,u(C)j,u(C)[u()j,i(C
2

1
)j,i(H  

This formula can be proved using either eigen values or the electrical 

resistance formulas. 
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The cover time is the expected number of steps to visit all vertices in the 

graph . If no starting node is specified, we mean the worst case, i.e., the 

node from which the cover time is maximum. 

“Cover time” C  maxj Tj 

Now we can define also the mixing rate which measures how fast does 

the random walk converge to its limiting distribution. One could define 

the notion of “mixing time” as the number of steps before the 

distribution of Vt will be close to uniform (how long should we shuffle a 

deck of cards?). This number will be about: 

(log n) / (1–μ) 

However, the exact value depends on how (in which distance) the phrase 

―close‖ is interpreted, and so we do not introduce this formally here. 

The surprising fact, allowing the algorithmic applications is that this 

“mixing time” may be much less than the number of nodes; for an 

expander graph, for example, this takes only   O (log n) steps! 

In order to comprehend that we shall determine the access time for two 

points of a path on nodes time for two points of a path on nodes 0, 1, …, 

n-1 . 

First, observe that the access time H (k-1, k) is one less than the expected 

return time of a random walk on a path  with  k + 1 nodes, starting at the 

last node. As remarked, this return time 2k. 

So: H (k–1, k) = 2k – 1 

Hence: 

H (i, k) = (2i + 1) + (2i + 3) + … + (2k + 1) = K
2
 – i

2
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in particular, 

H (0,k) = k
2
 

This formula is closely related to the well-known fact that Brownian 

motion takes you to a distance t  in t time. 

Assuming that we start from 0, the cover time of the path on n nodes will 

also be (n-1)
2
, since it suffices to reach the other end node. The reader 

might find it entertaining to figure out the cover time of the path when 

starting from an internal node. From this it is easy to derive that the 

access time between two nodes at distance k of a circuit of length n is:  k 

(n- k).  

To determine the cover time f (n) of the circuit we should note that it is 

the same as the time needed on a very long path, starting from the 

midpoint, to reach n nodes. Now we have to reach first n–1 nodes, which 

takes f (n–1) steps on the average. At this point, we have a sub path with 

n – 1 nodes covered, and we are sitting at one of its endpoints. 

To reach a new node means to reach one of the end nodes of a path with n 

+ 1 nodes from a neighbour of an end node. Clearly, this is the same as 

the access time between two consecutive nodes of a circuit of length n. 

This leads to the recurrence.  

f (n) = f (n – 1) + (n – 1), 

and through this to the formula  

f (n) = n (n – 1) /2 
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Here to find the access times, we may assume that we start from 0, and it 

suffices to determine H (0,1). The probability that we first reach node 1 in 

the t – th step is clearly  

1n

1

1n

2n
1t
















 

So the expected time this happens is: 

1n
1n

1

1n

2n
t)1,0(H

1t

1t






















  

The cover time for the complete graph is a little more interesting. Let Ti 

denote the first time when i vertices have been visited. So: T1 = 0 < T2 = 1 

< T3 ... < Tn 

Now Ti+1 – Ti is the number of steps while we wait for a new vertex to 

occur an event with probability (n – i) / (n – 1), independently of the 

previous steps.  

Hence: 

in

n
TTE ii






1
)( 1  

And so the cover time is:  

)()( 1

1

1

ii

n

i

n TTETE  





 










1n

1i

nlogn
in

1n
 

A graph with particularly bad random walk properties is obtained by 

taking a clique of size n/2 and attach to it an endpoint of a path of length 

n/2. 
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Let i be any node of the clique and j, the ―free‖ end point of the path. 

Then: 

H (i, j) = Ω (n
3
) 

In fact, starting from i, it takes, on the average n/2- 1 moves to reach the 

attachment node u , then with probability 1- 2/n, we move to another 

node of the clique, and we have to come back about n/2 times before we 

can expect to move in to the path. if we start a random walk from one 

end, we can expect to return to the starting node n/2 times. Each time, we 

can expect to spend  (n
2
) steps to get back on the path. 

In this case, we would recommend, in the capacity of a reference book for 

a clear treatment of the basic theory and a wide selection of applications, 

the text book of Norris [105].  

1.2 Bounds on the Main Parameters of Random Walks 

If we have just traversed an edge, then the expected number of steps 

before it is traversed in this direction again is 2 m. In other words, if we 

start from node i and j is an adjacent node, then the expected time before 

the edge ji is traversed in this direction is 2m. Hence the commute time 

for two adjacent nodes is bounded by 2m. It follows that the commute 

time between two nodes at distance r is at most 2mr < n
3
. a similar bound 

follows for the cover time, by considering a spanning tree. It is an 

important consequence of this fact that these times are polynomial 

bounded. (It should be remarked that this does not remain true on directed 

graphs). 

The following proposition summarizes some known results about cover 

and commute times. An 0(n
3
) upper bound on the access and cover times 
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was first obtained by Aleliunas, Karp, Lipton, Lovàsz and Rackoff [6]. 

The upper bound on the access time in (a) next, which is best possible, is 

due to Brightwell and Winkler [ 16 ]. 

It is conjectured that the graph with smallest cover time is the complete 

graph (whose cover time is ≈ n log n, as we have seen, and this is of 

course independent of the starting distribution). Aldous [3] proved that 

this is true up to a constant factor if the starting point is drawn at 

random, from the stationary distribution. The asymptotically best 

possible upper and lower bounds on the cover time given in (b) next are 

the recent results of Feige ([54], [55]). 

For the case of regular graphs, a quadratic bound on the cover time was 

first obtained by Kahn, Linial, Nisan and Saks (1989). The bound (C) is 

due to Feige [56]. 

 (a) The access time between any two nodes of a graph on n nodes is at 

most: 

 (4/27)n
3
 – (1/9)n

2
 + (2/3)n – 1  If n  0 (mod 3), 

(4/27)n
3
 – (1/9)n

2
 + (2/3)n – (29/27) If n  1 (mod 3), 

(4/27)n
3
 – (1/9)n

2
 + (4/9)n – (13/27) If n  2 (mod 3). 

 (b) The cover time from any starting node in a graph with n nodes is at 

least (1 — o(l))n log n and at most (4/27 +  (1)) n
3
. 

(c) The cover time of a regular graph on n nodes is at most 2n
2

. 
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It is a trivial consequence of these results that the commute time between 

any two nodes is also bounded by n
3
 and for a regular graph, the access 

time is at most 2n
2 

and the commute time is bounded by 4n
2
. 

No non-trivial lower bound on the cornmute time can be found in terms 

of the number of nodes: the commute time between the two nodes in the 

smaller color class of the complete bipartite graph K2,n is 8. It is true, 

however, that K(u,v) > 2m/d (u) for all u and v. In particular, the commute 

time between two nodes of a regular graph is always at least n. 

The situation is even worse for the access time: this can remain bounded 

even for regular graphs. Consider a regular graph (of any degree d  3) 

that has a cut node u, let G = G1 U C2, V(G2) ∩ V{G2) = {u}, and  let v be 

a node of G1 different from u. Then the access time from v to u is the 

same as the access time from v to u in G1, which is independent of the 

size of the rest of the graph. 

One class of graphs for which a lower bound of n /2 for any access time 

can be proved is the class of graphs with transitive automorphism group.  

If и and υ have the same degree, then the probability that a random walk 

starting at и visits v before returning to и is equal to the probability that a 

random walk starting at υ visits и before returning to υ. 

If the degrees of и and υ are different, then the ratio of the given 

probabilities is: 

π (υ)/π (u) = d (u)/d (u). 

The probabilities in are related to the commute time K (и, υ) in the 

following interesting way: The probability that a random walk starting at 

и visits υ before returning to и is: 
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l /(K (и, υ) π (и)). 

The nodes of any graph can be ordered so that if и recedes υ then 

 H(и, υ) ≤ H(υ, и). Such an ordering can be obtained by fixing any node t, 

and order the nodes according to the value of H(и, t).  

This ordering is not unique, because of the ties. But if we partition the 

nodes by putting и and υ in the same class and if H (и, υ)=H(υ, и), which 

is an equivalence relation, then there is a well-defined ordering of the 

equivalence classes, independent of the reference node t. The nodes in the 

lowest class are "difficult to reach but easy to get out of", the nodes in the 

highest class are "easy to reach but difficult to get out of". It is worth 

formulating a consequence of this construction. 

The access times and commute times of a random walk have many nice 

properties and are relatively easy to handle. The cover time is more 

elusive .But there is a very direct connection between access times and 

cover times, discovered by Matthews [97]. (See also Matthews [98], this 

issue of the J. Theor. Probability contains a number of other results on the 

cover time.) 

The cover time from any node of a graph with n nodes is at most 

 (1 + (1/2) + ... = (I/n)) times the maximum access time between any two 

nodes, and at least (1 + (1/2) + ... + (l/n)) times the minimum access time 

between two nodes. 

Let G
1
 be obtained from the graph G by adding a new edge ab. Since this 

new graph is denser, one expects that a random walk on it turns back less 

frequently, and therefore the access times, commute times, and cover 

times decrease, as it turns out, this does not hold in general.  
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First, it is easy to see that some access times may increase dramatically if 

an edge is added. Let G be a path on n nodes, with endpoints a and b. Let 

s = a and let t be the unique neighbor of s. Then the access time from s to 

t is 1. On the other hand, if we add the edge 

(a, b) then with probability 1/2, we have to make more than one step, so 

the access time from s to t will be larger than one; in fact, it jumps up to  

n -1, as we have seen.  

One monotonic property of access time that does hold is that if an edge 

incident with i is added, then the access time from s to t is not larger in G
1
 

than in G.  

The commute time, which is generally the best behaved, is not monotone 

either. For example, the commute time between two opposite nodes of a 

4-cycle is 8; if we add the diagonal connecting the other two nodes, the 

commute time increases to 10. But the following "almost monotonicity" 

property is true.  

If G
1
 arises from a graph G by adding a new edge, and G has m edges, 

then the commute time between any two nodes in G
1 

is at most 1 + 1/m 

times the commute time in G. In other words, the quantity k(s, t)/m does 

not decrease. 

Let us discuss briefly another relation that one intuitively expects to hold: 

that access time increases with distance. While such intuition is often 

misleading, the following results show a case when this is true (Keilson 

[77]). 

Let G be a graph and t Є V(G):- 

(a) If we choose s uniformly from the set of neighbors of t, then the 

expectation of H(s, t) is exactly (2m /d(t)) - 1. 
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 (b) If we choose s from the stationary distribution over V, then the 

expectation of H(s, t) is at least: 

 
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So if we condition on s ≠ t, the expectation of H(s, t) is at least (2m / d 

(t))- 1.  

(c) If we choose t from the stationary distribution over V, then the 

expectation of H(s, t) is at least n - 2 +(l/n). 

 (a) is just a restatement of the formula for the return time. The proof of 

(b) and (c) uses eigen value techniques. It is easy to derive either from (b) 

or (c) that:  

maxs,t H (s, t) ≥ n – 1. 

Perhaps the first application of random walk techniques in computer 

science was the following (Aleliunas, Karp, Lipton,  Lovasz and Rackoff 

[ 6 ]). Let G = (V, E) be a connected d-regular graph, v0 Є V(G), and 

assume that at each node, the ends of the edges incident with the node arc 

labelled 1, 2,..., d. a traverse sequence (for this graph, starting point, and 

labelling) is a sequence (h1, h2,...ht)   {I...,d}
t
 such that if we start a walk 

at v0 and at the ith  step, we leave the current node through the edge 

labelled hi, then we visit every node,a universal traverse sequence (for 

parameters n and d) is a sequence which is a traverse sequence for (every 

d-regular graph on n, nodes, every labeling of it, and every starting point. 

It is quite surprising that such sequences exist, and in fact need not be too 

long. 
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For every d > 2 and n > 3, there exists a universal traverse sequence of 

length O( d 2n3
 log n). 

A consequence of this fact is that the reach ability problem on undirected 

graphs is solvable in non-uniform log space.  

The ―construction" is easy: we consider a random sequence, more 

exactly, let t = 8dn3 logn, and let H = (h1,...ht) be randomly chosen from 

{1,...,d}
t 
. For a fixed G, starting point, and labeling, the walk defined by 

H is just a random walk; so the probability p that H is not a traverse 

sequence is the same as the probability that a random walk of length t 

does not visit all nodes.  

The expected time needed to visit all nodes is at  most 2n
2
. Hence (by 

Markov‘s Inequality) the probability that after 4n
2
 steps we have not seen 

all nodes is less than 1/2. Since we may consider the next 4n
2
 steps as 

another random walk etc. , the probability that we have not seen all nodes 

after  t  steps is less than 2
-t
/ (4n2

)=n -2nd 
. 

Now the total number of d-regular graphs G on n nodes, with the ends of 

the edges labelled, is less than n dn (less than n d choices at each node), and 

so the probability that H is not a traverse sequence for one of these 

graphs, with some starting point, is less than nn ndn -2nd 
< 1. So at least one 

sequence of length t is a universal traverse sequence. 

The results of Coppersmith, Tetali and Winkler [ 34 ] discussed above 

served to solve the following problem: let us start two random walks on a 

graph simultaneously; how long does it take before they collide? There 

are variations depending on whether the two random walks step  

simultaneously, alternating, or in one of several other possible ways. here 

we only consider the worst case, in which a "schedule daemon" 
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determines which random walk moves at any given time, whose aim is to 

prevent collision as long as possible. The motivation of this problem is a 

self-stabilizing token management scheme for a distributed computing 

network. The "token" is the authorization for the processor carrying it to 

perform some task, and at any time, only one processor is supposed to 

carry it. Assume that by some disturbance, two processors carry the 

token. They pass it around randomly, until the two tokens collide; from 

then on, the system is back to normal. How long does this take? 

Let M(u,v) denote the expected number of steps before two random 

walks, starting from nodes u and v, collide. It is clear that M(u,v) > H(u,v) 

(v may never wake up to move). Coppersmith, Tetali and Winkler [34] 

prove the nice inequality 

M(u, v)  Н(u, v) + H (v, w) – H (w, u)  

for some vertex w. Thus it follows that the collision time is 0(n
3
).  

The probability p
t
ij of event that starting at i, the random walk will be at 

node j after t steps, is an entry of the matrix M
t
, This suggests that the 

powerful methods of the spectral theory of matrices can be used. 

The matrix M has largest eigen value 1, with corresponding left eigen 

value π and corresponding right eigen value 1, the all-1 vector on V. In 

fact, M
T
π = π expresses the fact that π is the stationary distribution, while 

M l = 1 says that exactly one step is made from each node.  

Unfortunately, M is not symmetric unless G is regular; but it is easy to 

bring it to a symmetric form. In fact, we know that M = DA, where  

A=AG is the adjacency matrix of G and D is the diagonal matrix in which 

the i-th diagonal entry is 1/d(i). Consider the matrix: 
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N = D½AD½ = D-½MD½ 

The matrix is symmetric, and hence can be written in a spectral form: 





n

k

T

kkk vvN
1

,  

Where λ1> λ2 > …> λn are the eigen values of N and v1,...vn are  the 

corresponding eigenvectors of unit length. Simple substitution shows that 

wi =  id  defines an eigenvector of N with eigen values 1. Since this 

eigenvector is positive, from the Frobenius-Perron Theorem it follows 

that λ1= 1 > λ2 >...> λn  > -1. 

A Tight Upper Bound for Simple Connected Undirected Graph 

Now we will investigate the case of the best possible upper bound on the 

cover time which is 4/27 n3 + o(n3) due to Fiege [55]. Let G = G (V, E) 

be a simple connected undirected graph with n vertices and m edges. We 

consider simple random walks on G, where at each step the random walk 

moves to a vertex chosen at random with uniform probability from the 

neighbors of the current vertex. Let u and υ denote two vertices. The 

hitting time H [u, v] is the expected number of steps it lakes a walk that 

starts at u to reach v. The commute time C [u, v] is the expected number 

of steps that it takes a walk to go from u to υ and back to u (that is, C[u, 

v] = H[u, v] + H[υ, u]. The cover time EC[υ]is the expected number of 

steps it takes a random walk that starts at υ to visit all vertices of the 

graph. For a graph G(V,E) its hitting time H[G] (commute time C[G], 

cover time EC[G], respectively) is defined as 

H[G] = maxu,vЄv [H[u,υ]] (C [G] = maxu,vЄv [C[u ,υ]],  
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EC [G]= maxvЄv [EC [v]] respectively). Aleiunas et al. [ 6 ] have shown 

that for any connected graph, EC < n3. It has been conjectured that for 

any graph, 

EC ≤
27

4 n
3
 + o(n

3
)  

This bound is best possible (up to low order terms): the hitting time for 

the Lollipop graph (a path of length n/3 connected to a clique of size 

(2n/3) (for a walk that starts at the clique and seeks to hit the endpoint of 

the path). Brightwell and Winkler [16] show that the Lollipop is external 

with respect to hitting time, and Coppersmith et al. [34] show that the 

commute time of any graph is at most: 

27

4
n

3
 + o(n

3
). 

AA  TTiigghhtt  LLoowweerr  BBoouunndd  ffoorr  SSiimmppllee  CCoonnnneecctteedd  UUnnddiirreecctteedd  GGrraapphh  

The expected time for a random walk to cover all n vertices of a graph is 

at least (1 + o(l))n ln n due to Fiege [53]. This could be proved by 

denoting G as a simple connected undirected graph on n vertices and m 

edges. We consider random walks on G, where at each step the random 

walk moves to a vertex chosen at random with uniform probability from 

the neighbours of the current vertex. 

Let Ev[G] denote the cover time, the expected number of steps that it takes 

a walk that starts at v to visit all vertices of G. It is a well known 

conjecture that for connected graphs on n vertices, minG minv Ev [G] ≥ 

(1+o(l))n ln n, where In n denotes the natural logarithm of n, and o(l) 

denotes a (possibly negative) term that tends to 0 as n tends to  .  
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This lower bound is best possible up to low order terms, as demonstrated 

by the complete graph on n vertices. The complete graph is not extremal 

with respect to minv Ev [G], and faster cover times are possible by 

considering graphs in which a short path extends from a clique, and the 

random walk starts from the end point of the path. 

1.3 Application of Random Walks in Economic Dynamics 

In the present section we will present a study investigating whether the 

inherent non-stationarity of macroeconomic time series is entirely due 

to a random walk or also to non-linear components. Applying the 

numerical tools of the analysis of dynamical systems to long time series 

for the US, we reject the hypothesis that these series are generated solely 

by a linear stochastic process. Contrary to the Real Business Cycle theory 

that attributes the irregular behavior of the system to exogenous random 

factors, we maintain that the fluctuations in the time series we examined 

cannot lie explained only by means of external shocks plugged into linear 

autoregressive models. A dynamical and non-linear explanation may be 

useful for the double aim of describing and forecasting more accurately 

the evolution of the system. 

Linear dynamic models that find empirical verification on linear 

econometric analysis are therefore seriously called in question. 

Conversely non-linear dynamical models may enable us to achieve more 

complete information about economic phenomena from the same data 

sets used in the empirical analysis which are in support of Real Business 

Cycle Theory. 

We conclude that Real Business Cycle theory and more in general the 

unit root autoregressive models are an inadequate device for a, 

satisfactory understanding of economic time series. A theoretical 
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approach grounded on non-linear metric methods, may however allow to 

identify non-linear structures that endogenously generate fluctuations in 

macroeconomic time series. 

The aim here is to identify the type and the nature of the dynamics of 

macroeconomic time series. When time series are characterized by zero 

autocorrelation for all possible leads and lags, the issue of distinguishing 

between deterministic and stochastic components becomes an impossible 

task when linear methods are used (Hommes 1998)[ 71]. 

This impasse arises because linear methods are appropriate to detect 

regularities in time series like autocorrelations and dominant frequencies 

(Conover 1971 [32], Oppenheim and Schafer 1989[107]), while 

fluctuations in real economic time series are generally characterized by 

zero autocorrelation and non-dominant frequency. Economic fluctuations 

seem really similar to background noise, which does not possess 

dominant frequencies and each noise impulse is not serially correlated. 

The spectral analysis of economic fluctuations, seemingly as complex as 

noise, has lead many economists to consider fluctuations to be Identical 

Independently Distributed Events. 

As a matter of fact, the Identical Independently Distributed Events 

hypothesis is an obvious necessity for all linear models to describe, at 

least approximately, the irregularities in the observed data. In the past two 

kind of linear economic models based on the Identical Independently 

Distributed Events hypothesis in the residuals have been presented. In the 

first model, known as the deterministic trend model, variables evolve as 

a function in time along a linear trend. In the second model (the 

stochastic trend model) variables evolve as a function of their foregoing 

values and a shock shifts the value of the variable from the lagged value 
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(Rappoport and Reichlin 1989 [117]). In this second case any shock does 

evidently affect the value of the variable at all leads and, therefore, it has 

a persistent effect. Moreover the time series is entirely determined by the 

occurrence of all past shocks (Fuller 1999 [62], Maddala and Kim 1998 

[96]). 

Following the seminal article by Nelson and Plosser (1982) [104], the 

empirical evidence in the last twenty years has contradicted the linear 

trend models. The stochastic trend model put forward by Nelson and 

Plosser seemed, instead, not to be contradicted by empirical results. 

Here the Nelson and Plosser model will be called in question because it is 

based on the hypothesis that fluctuations are Identical Independently 

Distributed Events while they are not. The Identical Independently 

Distributed Events hypothesis, in our opinion, obscures existent non-

linearity that may be endogenized in non-linear models. 

1.4 Summary of the Scientific and Applied Results Achieved in the 

Field of Economy 

In the past twenty years we have witnessed a huge progress in the 

statistical and econometric analysis of time series which has given 

economists a far more profound knowledge about the relations between 

economic variables. The direction of the empirical research during the 

past two decades has been marked significantly by the discovery and the 

realization that time series do not show any tendency to evolve along a 

deterministic log-linear growth trend and the cyclical components, 

assumed in classical econometrics, did not present any proof of their 

existence, even though there are no research methods developed 

providing alternative up-to-date results. 
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Recent econometric works have provided a solid empirical basis that is in 

contrast to the theoretical results of the early neoclassical growth models 

a la Solow (1956) [128] and the Business Cycles models a la Lucas 

(1972, 1977 [91] and 1980 [93]) based on monetary disturbances with 

transitory effects. Nelson and Plosser (1982)[104] have provided 

empirical evidence to the theoretical alternative of Real Business Cycle, 

despite the conventional wisdom of classical econometrics that assumed 

ex-ante stationarity for all the economic variables. Nelson and Plosser 

have shown that many macroeconomic time series are not stationary at 

all, and the stationary stochastic models developed in the 70s do not 

actually find any empirical foundation. 

On the contrary, Nelson and Plosser have shown that the irregularity 

present in macroeconomic time series could simply be explained by the 

introduction of random shocks with persistent effects as it happens in unit 

root processes. 

These results were in sharp contrast with the classic econometric works, 

which affirmed that the irregularity in economic time series were due to 

transitory shocks, and have been crucial in moving the direction of 

research towards the theory of Real Business Cycle. 

The acknowledged contribution of the Nelson and Plosser work was the 

discovery of the non-stationarity in the time series and the absence of any 

deterministic trend. More importantly, the introduction of random 

external shocks as the unique generator of the irregularity in the 

behaviour of economic systems, did not contradict the results put forward 

by a modern version of neoclassical theory: the Real Business Cycle 

theory. Indeed, without the injection of external shocks, time series would 

move exactly in the direction that the neoclassical theory predicts. 
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However in the presence of external shocks, economic systems move 

irregularly in the way that is described by the Real Business Cycle 

models (Prescott 1998) [113]. 

In this section we will try to move a step forward starting from this 

empirical evidence. Our aim is to identify the phenomenon generating the 

non-stationarity in time series without stating ex ante, contrary to Nelson 

and Plosser, that the non-stationarity is the direct consequence of a 

stochastic process. Actually there may be many possible non-linear 

deterministic alternatives to the stochastic explanation to the non-

stationarity in time series. 

Treating economic fluctuations as endogenous non-linear process, and 

therefore object of analysis, may contribute to a better understanding 

about the temporal evolution of time series. Our purpose is to understand 

the dynamics of fluctuations as the evolution of the system may depend 

entirely on them. We believe that assuming fluctuations as Identical 

Independently Distributed Events variables equivalent to noise is 

basically wrong since, as we shall see in section 2.5, residuals are 

characterized by a structure that is very different from noise and even 

from any other kind of random variable. These results will lead to 

conclude that it is feasible to discover deterministic laws that shape the 

underlying non-linear structures. 

1.4.1 The Contemporary Notion of Unit Root  

Many recent related works have been published after the Nelson and 

Plosser paper and their results differ mainly for the test function that has 

been used in the verification of the non-stationarity hypothesis. 
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Some papers simply confirm that the non-stationarity of economic time 

series is a recurrent characteristic in many countries. Similarly to Nelson 

and Plosser, Lee and Siklos (1991) [83] found that macroeconomic time 

series for Canada are not stationary. Mills (1992)[100 ] obtained for New 

Zealand, Rahman and Mustafa (1997) [114] for the Asian countries, Sosa 

for Argentina (1997) [131], Gallegati (1996) [64], de Haan and Zeihorst 

(1994) [40] for Italy. 

The macroeconomic variables that are more frequently analyzed are the 

indices for the GDP, GNP, GDP and GNP per capita, industrial 

production, employment, unemployment rate and the consumer price 

index. Occasionally other variables like savings (Coakley, Kulasi and 

Smith 1995 [31]), investments (Coorey 1991 [33], Coakley, Kulasi and 

Smith 1995 [31]), wages (Coorey 1991 [33]), exchange rates (Durlauf 

1993 [50], Parikh 1994 [109], Wu and Crato 1995 [143], Serletis and 

Zimonopoulos 1997 [124], Welivita 1998 [139]), money and velocity of 

money (Al Bazai 1998 [2], Serletis 1994 [125]) have been analyzed. 

All these studies pointed out that almost every time series in any country 

is characterized by the presence of a unit root, or equivalently by a 

stochastic process like a random walk. The one exception to the existence 

of unit root in macroeconomic time series is the unemployment rate. This 

non-conformity was first noticed by Nelson and Plosser and has been 

confirmed by the majority of unit roots researchers afterwards. 

In Table 1.1 we list the main works that ascertained the existence of a 

unit root in macroeconomic time series. For each author we mark with the 

"+" sign the variable that was found to follow a random walk, and with 

the "=" sign the variable for which the results were mixed. 
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Table 1.1                             

Indices
*)

 

Автори  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Държава 

Нелсън и 

Плосър 

    + +    + =   +   САЩ 

Лий и Сиклос 

83 

    + +    + =   +   Канада 

Кури ‗91         +        САЩ 

Милс ‗92 +                САЩ 

Банерже ‗92     + +    + +   +   7 от ОИСР, 
Япония 

Фунг, Ло ‗92             +    САЩ 

Дурлауф ‗93 +                САЩ 

Парик ‗94             +    Япония,  

Великобритания, 

Германия 

Мокан ‗94     +            САЩ 

Гамбър, 
Соренсън ‗94 

           +     САЩ 

Хаслаг ‗94            +     САЩ 

Де Хан и 

Зихорст ‗94 

+                Италия 

МакДугъл ‗95     + +  +   =   +   Нова Зеландия 

Серлетис ‗94                + САЩ 

Бресън, 

Селиман ‗95 

          +      Карибски острови 

Уу, Крато ‗95                 Нова Зеландия 

Франсис, 

Клейбъргън 
‗95 

            +    САЩ 

Гелегати ‗96     + +    + =   +   Италия 

Серлетис и 

Зимонополис 

‗97 

+  + +             17 дт ОИСР 

Уелс ‗97             +    САЩ 

Соса ‗97     + +    +    +   Аржентина 

Нунес, 
Нюболд, Куан 

‗97 

+                САЩ 

Рахман и 

Мустафа ‗97 

    + +    + =   +   Азия 

Бохл ‗98 +      +          Г7 

Веливита ‗98  +           +    Азия 

Ал.Базай ‗98               +  Арабски п-в 

Чои, Уу ‗97              +   ОИСР 

Доладо, Лопес 

‗96 

          +      Испания 

Кокли, Куласи 

и Смит ‗95 

        + +       ОИСР 

Озбърн, 

Херави, 

Бирченхал ‗99 

+                Германия, 

Франция, 

Великобритания 

Лейбърн, 

МакКейб ‗99 

          +      САЩ 
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* List of indices: 

1. Gross Domestic Product 

2. Gross Domestic Product per Capita 

3. industrial Production 

4. Gross National Product 

5. Gross National Product per Capita 

6. Exported Goods 

7. Savings 

8. Investments 

9. Employment 

10.  Unemployment Rate 

11.  Interest Rate 

12.  Exchange Rates 

13.  Consumer Price Index 

14.  Money 

15.  Velocity of Money 

11..44..22  RReessuullttss  RReellaatteedd  ttoo  tthhee  BBrrookkeenn  TTrreenndd  HHyyppootthheessiiss  

Rappoport and Reichlin (1986[118], 1988[119], 1989[117]) put forward 

the hypothesis that there could exist a broken deterministic trend that 
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cannot be identified by the Dickey-Fuller test. Rappoport and Reichlin 

showed that in the case of a broken deterministic trend the Dickey-Fuller 

test produces spurious results, since it is incapable to reject a false null 

hypothesis (the unit root hypothesis). Rappoport and Reichlin have 

moreover revealed empirical evidence concerning the existence of a 

broken trend in many macroeconomic time series. They indeed rejected 

the hypothesis of a random walk for many real variables (like industrial 

production, real GNP, real per capita GNP and money supply) though not 

for all of them. 

Perron (1989)[110] as well as Rappoport and Reichlin showed that, when 

fluctuations are stationary along a broken trend, the Dickey-Fuller test is 

not able to reject the unit root hypothesis. Perron developed a test that 

allows rejecting the unit root null hypothesis if the series is characterized 

by a broken trend. He applied his test to the same time series of the US 

that were used by Nelson and Plosser [104], after he arbitrarily assigned 

the date in which the structural break occurred. Perron concluded that the 

null unit root hypothesis could be rejected also at a high confidence level 

for almost all the time series. 

Similar results were obtained by Raj (1992)[116] for the macroeconomic 

time series of Canada, France and Denmark, by Rudebusch (1992)[122] 

for England, by Linden (1992)[89] for Finland, by Wu and Chen 

(1995)[141] for Taiwan and by Soejima (1995)[127] for Japan. 

Other authors looked also for a broken trend in specific time series. 

Diebold and Rudebush (1989)[45], Duck (1992)[49], Zeihorst and de 

Haan (1993)[39], Ben, David and Papell (1994)[9], Alba and Papell 

(1995)[1], McCoskey and Selden (1998)[99] have found a broken trend 

for the GDP in many countries. Alba and Papell (1995)[1] for GDP per 
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capita and Li (1995)[88], Gil and Robinson (1997)[65] found similar 

results for industrial production, Simkins (1994)[126] for wages in 8 

OECD countries and McCoskey and Selden (1998)[99] for the G7 

countries, Raj and Scottje (1994)[115] for the US income distribution, 

Culver and Papell 1995[36], Leislie, Pu and Wharton (1995)[85], and 

MacDonald (1996)[95] for exchange rates. Given these results we could 

check whether the broken trend hypothesis explains also the dynamics of 

unemployment rate better than the unit root hypothesis. However Nelson 

and Plosser already found that the US unemployment rate tended to be 

stationary, and the works by Hansen (1991)[68], Li (1995)[88], Leslie, Pu 

and Warton (1995)[85], Song and Wu (1997[129], 1998[130]), Gil and 

Robinson (1997)[65], Hylleberg and Engle (1996)[73] simply confirm the 

empirical evidence presented by Nelson and Plosser. 

In table 1.2 we present the main works that support the hypothesis of a 

broken trend in macroeconomic time series. For each author we mark 

with the "+" sign the variable that was found stationary along a broken 

trend: 

Table 1.2                                           

Indices
*)

 

Автори  1  2 3 4 5 6 7 8 9 10 11 12 Държава 

Зудебуш ‗90     + + + +    + Австралия 

Дайболд, Рудебуш 89 +            САЩ 

Перон 89     + + + +    + САЩ 

Гоки ‗90          +   8 от ОИСР 

Хансън ‗91        +     Великобритания 

Дък ‗92 +            9 държави от ОИСР 

Капетели, Шйегел ‗91          +   6 държави от ОИСР 

Радж ‗92 
    + + + +    + 

САЩ, Канада, Франция, 

Холандия 

Рудебуш ‗92     + + + +    + Германия 

Куяйткоуски ‗92     + + + +    + САЩ 

Линдън ‗92     + + + +    + Финландия 

Симкинс ‗94       +  +    САЩ 

Радж, Скотйе ‗94    +         САЩ 
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Касели, Маринели ‗94     +        Италия 

Уу, Чен ‗95     + + + +    + Тайван 

Бен, Дейвид, Папели ‗94 +            16 държави от ОИСР 

Кълвър, Папели ‗95           +  ОИСР 

Соежима ‗95     + + + +    + Япония 

Ли ‗95   +          САЩ 

Алба, Папели ‗95 + +           САЩ? 

Лесли, Пу, Уортън ‗95          +   Великобритания 

Уу ‗96           +  САЩ 

Донълд ‗96           +  ОИСР 

Лий ‗96     + + + +    + САЩ 

Уу, занг ‗96          +   ОИСР 

Мууса, Бхати ‗96          +   Азия 

Сонг, Уу ‗97        +     48 щата в САЩ 

Лъмсдейн, Папели ‗97     + + + +    + САЩ 

Гил, Робинсън ‗97   +     +     САЩ 

Флейсинг, Строс ‗97         +    Г7 

МакКъски, Селдън ‗98 +            ОИСР 

Сонг, Уу ‗98        +     ОИСР 

Хилбърг, Енгъл ‗96        +     ОИСР 

Чунг, Чин ‗96     +        САЩ 

Долман, Радж, Скотйе ‗99 +            САЩ 

*) List of indices: 

1. Gross Domestic Product 

2. Gross Domestic Product per Capita 

3. industrial Production 

4. Income distribution 

5. Wages  

6. Exported Goods 

7. Employment 

8. Unemployment Rate 

9. Interest Rate 
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10. Wages 

11. Exchange Rates 

12. Consumer Price Index 

 

Criticisms to both the broken trend and the unit root hypothesis have been 

put forward by several authors. Zivot and Andrews (1990[146], 

1992[147]) estimate the position in time of the structural break and find 

that the existence of the broken trend is not that clear in many of the time 

series that were analysed by Perron. Cushing and McGarvey found that 

the fluctuations in the macroeconomic time series are more persistent 

compared to what stationary models indicate, but they are also less 

persistent than unit root models suggest. Mixed results were also obtained 

by Leybourne, McCabe and Tremayne (1996)[87] for many US 

macroeconomic time series, Krol (1992)[82] for the production of many 

US sectors, and Crosby (1998)[35] for the Australian GDP. 

It seems therefore that not every time series are characterized by a unit 

root. What does this suggest? Are time series generated by a deterministic 

process or by chance? This issue has not been well formulated neither in 

the unit root nor in the broken trend literature. The problem is that the 

idea according which a non-stationary process is a random walk process 

was implied in most of these studies. As we will see in Chapter 2, not all 

the non-stationary processes follow a random walk. Indeed, there may 

exist many deterministic non-linear processes that are not stationary and 

become stationary after applying a filter - the differential calculus with 

respect to time, as it is done in Chapter 2. 
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Since the results obtained by the broken trend literature are still open to 

discussion in the sense that the studies hitherto published do not lead to a 

general rejection of the random walk hypothesis, we question whether the 

broken trend hypothesis provides the ultimate answer about the nature of 

economic time series. Moreover, as it will be shown in the next section, 

the random walk hypothesis has the great advantage that may be 

theoretically fully consistent with the neoclassical framework once it is 

assumed that real changes occurs randomly. 
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  CCHHAAPPTTEERR  22  

  RRAANNDDOOMM  WWAALLKKSS  AANNDD  NNOONN--LLIINNEEAARR  PPAATTHHSS  IINN  

MMIICCRROOEECCOONNOOMMIICC  TTIIMMEE  SSEERRIIEESS  

  22..11  IInnttrroodduuccttiioonn  

The present Chapter is organized as follows. In section 2.2 is shown how the so 

called Neoclassical Economic Theory can be fully consistent with recent 

econometric results. In section 2.3 we put forward the hypothesis that non-

linear phenomena of the system may be a deterministic cause of the 

irregularities in economic time series and we introduce a procedure, based on 

recent non-linear signal processing techniques, that allows to identify the 

existence of non-linearities in the system and to filter out non-linearity (signals) 

from truly Identical Independently Distributed Events components (noise). In 

section 2.4 we present results obtained using artificial non-linear and 

autoregressive models; in particular we use the arsenal of tools from non-linear 

dynamics to identify the hidden deterministic structure that is underlying the 

time series. In section 2.5 we present results obtained using non-linear metric 

techniques applied to monthly seasonally adjusted time series of some real 

macroeconomic time series of the US (industrial output, employment, 

consumer price index, hourly wages, etc.).  

The common result that stands out from this analysis is that all the time series 

we have analyzed are also characterized by non-random structures in the 

residuals (disturbances) and therefore the Identical Independently Distributed 

Events hypothesis is simply inconsistent with facts. The choice of assuming the 

residual components as random neglects the existence of a complex 

phenomenon. Instead, it is even theoretically possible to reduce any stochastic 

component that perturbs unpredictably the system and thus peak the non-linear 

deterministic component. At the end we can infer from our empirical results 
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about the Real Business Cycle theory, which is, for the sake of appearances, 

grounded on stochastic components with persistent effects. 

22..22  TThhee  LLiinnkk  bbeettwweeeenn  NNeeooccllaassssiiccaall  GGrroowwtthh  TThheeoorryy  aanndd  tthhee  UUnniitt  RRoooott  

LLiitteerraattuurree  

King, Rebelo and Plosser (1988b [79]) showed that growth theory, which 

assumes steady growth, may be consistent with the highly irregular 

behaviour of economic time series. 

They considered the one-commodity Solow (1956) [128] and Swan 

(1956) [132] model. The production function, the capital accumulation 

equation and the resource constraint are: 

Yt = AtKt
1-

(NXt)

   0    1 

Kt+1 = 1 + (1 - )Kt = sAtKt
1-

 (NXt)

 + (1 - )Kt 

Lt + N = 1 

Ct + It = Yt 

where Yt is the output at time t, Kt is the capital stock available at time t, s 

the saving rate, N is the labour input that is assumed constant at all time t, 

A is a multiplier factor and its change corresponds to temporary changes 

of total factor productivity, XtN is the effective labour units and changes 

of Xt modifies permanently the performance of the system, Ct is the 

consumption at time t.  

Where the consumption decisions are based on a well behaved utility 

function 







0

1),(
t

tt

t withLCuU   
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where Lt is the leisure the infinite at time t, u the utility,  stands to 

indicate that the individual is lived representative. 

Let us assume that the production scale used in the calculation system in 

the production function, and the constant of labour force augment 

technical change rate 
X

X
. The dynamic equation for the capital stock 

may be rewritten as: 

N

K)NX(KsA

N

K
K)NX(KsAK tt

1
ttt

tt
1
ttt










 

N

K
KwhereKXNNKsAK t

ttt
111

ttt    





 

t

t
1
tt

t

tt
1
tt

t

t

K

)X(KsA

K

K)X(KsA

K

K
 

where  is the growth rate of the capital per capita. 

If 0
K

K
,

K

)X(KsA

t

t

t

t
1
tt 






 capital per capita grows. 

Conversely, if 0
K

K
,

K

)X(KsA

t

t

t

t
1
tt 






 capital per capita decreases. 

In steady state 0
K

K

t

t 


 and 
s

)X(KA
K

)X(KsA
ttt

t

t
1
tt 

 


 is 

constant. In order that 
 )X(KA ttt  is constant over time, Ktand Xt 

must grow at the same rate . The output per capita is 

 yt = 
 )X(KA t

1
tt ; in steady state, being 

 )X(KA ttt
s


 , also yt 
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grows at the same rate of k, . Consumption per capita is  

c=(1-s)y and grows at the same rate  over time. 

In this sense, macroeconomic variables follow a (linear) deterministic 

trend.  

This view was in sharp contrast with the empirical evidence from Nelson 

and Plosser (1982) [104] who showed that the existence of a stochastic 

trend should not be neglected. However it is very easy to make stochastic 

the basic version of the deterministic neoclassical model. 

To do that, we consider that the labour augmenting technical change 

occurs stochastically as a random walk. 

We have: 










  

0t
it0

0t
ite0

inXinXinXX  

Given the dynamic equation for capital accumulation, in steady state 

0
K

K

t

t 


 and 
s

)X(KA
K

)X(KA 1


 











  is constant. In order 

that 





 )X(KA  is constant over time, K and X must grow at the 

same stochastically by 







0t
ite

 





 

0t
1t0 InKInKIn  

The output per capita is 








  )X(KKAKAy 1
 in steady state, 

being ry,
s

)X(KA






  grows also by 








0t
ite
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



 

0t
1t0 InyInyIn  

Consumption per capita is c = (1-s)y and grows by 







0t
ite
 





 

0t
1t0 IncIncIn  

In this sense, macroeconomic variables follow a stochastic trend where 

all the dynamics is driven by a dditive random innovations. Most of the 

empirical studies confirm that: 1) macroeconomic variables follow a 

stochastic trend, i.e. a random walk; 2) macroeconomic variables co-

evolve together, i.e. they are cointegrated. This is what exactly occurs in 

the stochastic formulation of the neoclassical model. In fact, the above 

equations may be equivalently rewritten in terms of an AR(1) process 

(autoregressive process of order two)  

ln Xt = ln Xt-1 + ln  + t    

ln Kt = ln Kt-1 + lIn  + t 

ln yt = ln yt-1 + ln  + t 

ln ct = ln ct-1 + ln  + t 

where all the economic variables depend on their previous value, on the 

average growth rate plus a non transitory stochastic error term. 

What is implicit in the stochastic version of the neoclassical model is that 

the economic system is essentially stable. In fact, if time series follow a 

random walk and we remove random innovations, we have a stationary 

stable system. In absence of technical change the system would never 
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change, except for the occurrence of other exogenous shocks like for 

instance a change in the preferences.  

If the term 





T

0t
it  

was not random, what would be the consequences for t=0 economic 

theory? The first consequence would be that, understanding the 

deterministic non-linear dynamics, we could make a better prediction 

than simple AR like models, since the best predictor for the residual in 

the AR models cannot be but its mean value. The second consequence 

would be that economic systems might be intrinsically unstable, i.e. also 

without the injection of exogenous random inputs the system could be not 

motionless. Moreover just because real economic time series show to be 

complex, seemingly random but they contain some deterministic 

structure, they could be better forecasted and better controlled. 

In the next section we raise the hypothesis that residuals might appear 

random while they are indeed generated by a deterministic system. Later 

on, in section 2.5, we will test whether or not the residual component of 

an autoregressive model is truly random, and we will find, to our surprise, 

that the hypothesis T  

that 



T

0t
it  

are not truly random, could be actually proved in our inference. 
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22..33  TThhee  NNoonn--LLiinneeaarr  HHyyppootthheessiiss  

Twenty years after the publication of Nelson and Plosser‘s article, we 

now have two literature streams that debate around the nature of the time 

series: the first one underlines the existence of a random walk and the 

second one that asserts the complete linear (though with a break) 

determinism in the economic time series. We will show in section 2.5 

that the empirical evidence around the nature of economic time series can 

be clearer than the one provided by both the unit root literature and the 

broken trend literature. 

The procedure that will be used in sections (2.4) and (2.5) to detect non-

linearities consists of the following steps: 

1) Select time series with a minimal number of observations. Brock et 

Al.[20](1991) have proved that a number of at least 400 observations 

would be a good starting point, if not a necessary condition, to obtain 

trustful results from the BDS test. It is therefore necessary to rely on 

seasonally adjusted monthly data for a sufficiently long period. The time 

series we used are those of the US and data were provided by the Bureau 

of Labor and Statistics and the Federal Reserve. 

2) Take the natural logs of the original time series if the time series tend 

to diverge exponentially. 

3) Differentiate the time series once with respect to time, eventually 

remove linear autocorrelation in the residuals and check for stationarity 

via the augmented Dickey-Fuller test. 

4) Calculate the level of spatial-temporal entropy to measures the degree 

of disorder of the system. If the time series of the residual were generated 
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by a random process the level of entropy should be close to the maximal 

value. However also non-linear processes may present a high degree of 

disorder and reach values of entropy close to that of white noise.  

On the other hand, we should expect a low level of entropy for processes 

that are deterministic and auto correlated. However we should not 

overestimate the importance of the measure of entropy; in fact it does not 

allow us to distinguish a random process from a complex deterministic 

one and even between periodic cycles and linear trend. Nevertheless the 

measure of entropy may help us to have a better understanding of the 

complexity of a time series looks. 

5) Calculate the values of the maximal Liapunov exponents that 

characterize the time series, to measure how fast nearby trajectories 

diverge over time. If the maximal Liapunov exponents turns out to be 

negative, it means that trajectories tend to converge to a stable fixed 

point. If it were zero we would have found a limit cycle. If it were 

positive the time series is either characterized by chaos or a random walk. 

We anticipate that the residuals of the linear models that explain 

economic time series are generally characterized by a positive maximal 

Liapunov exponent and a high level of entropy and this indicates how 

difficult to forecast economic time series in the long run might be. 

6) Generate Ruelle plots (recurrence plots) to uncover, from the 

qualitative point of view hidden structures in the time series. 

7) Perform the BDS test to detect quantitatively and in a reliable way the 

existence of non-linearity in data. 

8) Check results randomly shu-ing the time series and verify whether the 

results obtained by the BDS test applied on a randomly shu-ed time series 
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are indeed different from the results obtained by the BDS test on the 

original time series. This verification is extremely important since, if the 

two results turn out to be different, it means that the time order of the 

original time series is significant and there exists causality in the data. 

22..44..  RReessuullttss  ffrroomm  AArrttiiffiicciiaall  TTiimmee  SSeerriieess  

Before applying the described procedure to real time series, we present 

some results obtained from artificial time series, whose deterministic data 

generating process is known. We present some cases of deterministic 

systems whose dynamics is very similar to a random walk and we check 

whether the non-linear dynamics tools allow us to gain more information 

about the nature and the evolution of the time series. We will see that the 

information gain ensued from the numerical tools of non-linear time 

series analysis may be relevant and may lead us to consider the issues of 

dynamics from a very different perspective. 

22..44..11  TTrreennddss  

We consider first the simplest case: growth along a linear trend. We first 

check the results obtained with the Dickey-Fuller test when a linear time 

series grows deterministically with time. Thereafter we apply non-linear 

metric tools to see which other information may be obtained. The 

application of non-linear techniques to a linear system may not seem to 

be necessary, but this step will allow comparing the information that can 

be obtained using linear statistics (tests) and non-linear dynamics tools.  

In the trend stationary case, residuals have no persistent effects and the 

time series is stationary along a linear trend. If we consider the variable xt 

as a linear function of time t:xt=x0+ t+ t  where x0 is the initial value (in 

our case it is equal to zero),   is a parameter and t  is a variable of 
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disturbances of the  Independently Distributed Events. Running the 

Dickey-Fuller test we should reject correctly the null hypothesis of a unit 

root and the Durbin-Watson statistics, DW, should be around 2 (when 

DW 2, residuals have no serial correlation). 

Suppose that we are interested to study the dynamics of a variable that 

could be the GDP, yt. We assume that GDP grows at the yearly rate g = 

2%: 

yt = y0 (1+g) 
t
  ln yt = ln y0 (1+g) 

t
  ln yt = ln 0 + t ln (1+g) 

Suppose that Inyt is perturbed by a Identical Independently Distributed 

Events exogenous shock  : 

ln yt = ln y0 + t ln (1+g) + t 

In yt = In y0 + t In (1+g) + t   

Set In In yt = xt and In (1+g) =   we obtain: 

xt = x0 +  t + t  where g = 0.02 and =0.02.  

Applying the Dickey Fuller test we decidedly reject the null hypothesis of 

unit root. The Dickey-Fuller test turned out to be -21.28 while the critical 

value at 5% significance level is -3.41. For values less than 3.41, the null 

hypothesis is rejected, as it is in this case. The Durbin-Watson statistics 

turned out to be close to 2 and this confirms that the residuals are not 

serially correlated. In this case, the Dickey Fuller test was able to 

correctly reject the null hypothesis of a stochastic trend and to accept 

correctly the alternative hypothesis of a linear trend.) 

Let us now turn our attention to some qualitative and quantitative 

measurements obtained with non-linear dynamics tools. The value of 
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entropy that characterizes the level of GDP is 0%, and this indicates that 

the time series is characterized by an almost null degree of disorder. In 

fact residuals are all con- centrated around a linear trend, which 

represents a long term equilibrium path. If we analyze the residuals, 

which were assumed to be Identical Independently Distributed Events, 

the level of entropy turns out to be 90%, a value relatively close to the 

ideal limit of 100% of a purely random process (a value that is very 

difficult to reach in series generated by the simple algorithms of a random 

number generators). This indicates that the degree of disorder of a system 

characterized only by an Identical Independently Distributed Events 

variable is very high. 

We have calculated the value of the maximal Liapunov exponent for the 

residuals, in order to measure the rate the sensitive dependence on initial 

conditions, that is the rate of divergence of nearby initial states. It turned 

out to be positive and so high that residuals follow a unpredictable 

dynamics. As we will see in section 4.3, high values of the maximal 

Liapunov exponent and entropy are also typical of many non-linear 

systems. 

There are also qualitative visual devices that allow to uncover complex 

structures in data and even to single out exceptional historical events. 

They are the phase portraits and the recurrence plots. The phase portrait is 

simply a graphical representation that plots the value x(t) against x(t - h).  

The recurrence plots by Eckmann, Kamphorst and Ruelle (1987)[52] are 

a graphical tool for the qualitative analysis of time series based on phase 

portraits and allow to uncover deterministic structures that could not be 

revealed by phase plots.  



THE COVER TIME RANDOM WALKS AND ECONOMIC DYNAMICS  

 5533  

In the case of a deterministic trend the distance grows with the temporal 

distance of observations. The most distant observations are x(0) and x(T). 

The points along the parallels to the 45 degree line show that the couples 

of observations that keep the same temporal distance are also 

characterized by the same spatial distance. 

On the contrary, recurrence plots of Identical Independently Distributed 

Events residuals, should neither present any continuous line between 

points nor particular areas characterized by the same grey tone. The fact 

that some nearly continuous lines may be noticed is due to the random 

number generator, which is a mathematical algorithm and therefore does 

not produce purely unstructured time series.  

Actually, Ruelle plots may allow to single out much more hidden 

structures, when they compare embedded vectors. The embedded vectors 

are simply defined as:        Xi = {xi - (rn-1),xi -(m-2),….xi }  

where xi is the observed value at a certain point at time and m is called 

embedding dimension. 

For example suppose to have a series of 10 observed values of a certain 

variable x: 

х = {8,5,6,9,4,4,1,7,3,2,7} 

we obtain the following embedded vectors: 

Х2 = {х2 – (2 – 1), х2 – (2 – 2)} = {х1 – х2} = {8,5} 

Х3 = {х3 – (2 – 1), х3 – (2 – 2)} = {х2 – х3} = {5,6} 

Х4 = {х4 – (2 – 1), х4 – (2 – 2)} = {х3 – х4} = {6,9} 

… 
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Х10 = {х10 – (2 – 1), х10 – (2 – 2)} = {х9 – х10} = {3,7} 

За m = 2 и х = {х2, х3, х4,…, х10} 

The embedded time series are of great importance in nonlinear dynamics 

because thanks to them, as it has been shown by Takens (1981)[], we may 

uncover some properties like the correlation dimension of an unknown 

underlying motion law that generated the time series itself from the 

observed values of the process.
 

This means that between vectors xi instead of single observations. Ruelle 

plots mark the distances between points. If we choose m = 1 we obtain 

the figures 4 and 5. However, in other cases especially in the cases of 

chaotic systems, the choice of appropriate values for m allows to uncover 

otherwise neglected structures. 

To discriminate a stochastic process from a process that contains a 

deterministic structure we apply the BDS test. The null hypothesis states 

that the time series is characterized by an Identical Independently 

Distributed Events process, while the alternative hypothesis is that the 

time series follows a non-linear law. Applying the BDS test to the 

residuals randomly generated at computer, we have found a value for the 

BDS function equal to -1.28 and a critical value of 1.96 at 5% 

significance level. As we expected, we accept the null Identical 

Independently Distributed Events hypothesis. 

From this simple, as it looks, exercise we have obtained the following 

results: 

 Using the Dickey-Fuller test we have correctly concluded that 

the time series on levels is stationary and follows a deterministic 

trend. 
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 The entropy indicates that the time series of levels is stable and 

the time series of residuals is extremely unstable. The maximal 

Liapunov exponents of residuals is sharply positive, and this 

indicates that nearby trajectories diverge over time. Both the 

values of entropy and the maximal Liapunov exponent do not 

provide a definitive answer to the question as regards the nature 

of time series. 

Recurrence plots and phase portraits allow to identify the existence of 

structures that are different from those of an Identical Independently 

Distributed Events process. 

The BDS test allows us to appreciate the importance of the time order in 

time series better – that is to detect the existence of deterministic 

structures in time series. In this case we were not able to detect any 

deterministic structure in the residuals since there weren't any (except for 

the one of the random number generator algorithm). 

22..44..22  RRaannddoomm  WWaallkkss  

We will now analyze an other limit case: the random walk. The random 

walk hypothesis is not generally rejected by the unit root literature and it 

is at the core of Real Business Cycle Theory. 

In the random walk case shocks, contrary to what happens in the case of 

deterministic trends, have persistent effects and cumulate over time, 

without being reabsorbed even partially in the future. The time series is 

not stationary, does not follow a linear trend, but can still grow in a quite 

similar way to the case of the deterministic trend. From a visual 

comparison between a series that grows like a random walk and a series 

that grows along a deterministic linear path, it is often not possible to 
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distinguish the nature of the two time series. The Dickey-Puller test 

serves to single out which of the two time series follows a random walk. 

In a random walk process, the value of the variable xt depends on its 

lagged value xt-1 and a shock (disturbance) t  caused by Identical 

Independently Distributed Events: 

хt = хt-1 + t 

Suppose now that we are interested in the dynamics of a variable y that 

grows yearly at the average rate of 2%, as an effect of the cumulation of 

shocks: 

In yt = In yt-1 + t  In yt - In yt-1= t   In
1yt

yt


= t   yt =

e  yt-1
 

Plotting the log series against time we can see a dynamics similar to the 

case of deterministic trend. It is not possible to determine which of the 

two time series is the random walk through a direct visual inspection 

alone. A growth trend exists, but it is a stochastic one. 

To distinguish between a stochastic trend and a deterministic trend we 

apply the Dickey Fuller test and, as we expected, we are not able to reject 

the unit root hypothesis. The value of the test function turned out to be -

1.98 while the critical value is -3.41 at 5% significance level. Residuals 

turned out not to be serially correlated (Durbin-Watson statistic is 1.99). 

The entropy level, the maximal Liapunov exponent, the BDS test and 

Ruelle plots of the residuals are exactly the same of those obtained for the 

deterministic trend case. Inasmuch as the aim of non-linear dynamics is to 

detect complex structures in residuals, both in the case of stochastic 

growth and deterministic growth, residuals are stochastic and the tools of 
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non-linear dynamics cannot be used to detect linear determinism. The 

suitable instrument to detect linear determinism is indeed the Dickey-

Fuller test. 

2.4.3 Non-Linear Walks 

Autoregressive Tent Map Growth 

We now apply the Dickey-Fuller test to an artificial time series where the 

value of the variable depends on its lagged value and a deterministic non-

linear shock. We will apply the BDS test and other tools of non-linear 

dynamics to identify the deterministic structures that the Dickey-Fuller 

test is not able to detect.  

Suppose that a time series is generated by the following deterministic 

law: 

     
t = 2 t -1 for 

t -1> 0.5  

xt= xt-1+ 0.04xt-1 t with  

     
t = 2 (1-

t -1) for 
1t > 0.5 

This system is known as the tent map and it appeared in an Economic 

Journal article by Scheinkman (1990)[123] and in a working paper of the 

University of Texas by Vastano and Wolf (1986)[138]. This peculiar 

system generates a chaotic time series which has the same statistical 

properties of a uniform distribution. Similarly to the random walk, 0.04 t  

has an average value equal to 0.02. 

A visual inspection of the generated time series xt may be puzzling 

because xt is very similar to a time series with either a deterministic or 

stochastic  trend . In  order  to  find out  whether  this  system  follows 
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 a stochastic or a deterministic trend we apply the Dickey-Fuller test and 

the unit root hypothesis cannot be rejected. In fact the value of the test 

function turned out to be -1.8, while the null hypothesis is rejected for 

values less than -3.4 at 5% confidence level. The time series appears to be 

similar to the stochastic trend or to the deterministic linear trend. But we 

know that it is neither. The Durbin-Watson statistic turned out to be 

exactly equal to 2 and this indicates that residuals are not serially 

correlated. At this stage we would apply again the Dickey-Fuller test to 

the residuals to see whether they are stationary, and we would conclude 

that the process is autoregressive of order one with Identical 

Independently Distributed Events residuals. 

This conclusion is only partly true. The process is autoregressive of 

order one and therefore there is a unit root, but the residuals are 

deterministic and, knowing the law that generates the residuals, the 

process is perfectly predictable. In this case we must be very careful to 

read the results obtained with the Dickey-Fuller test. It suggests that it is 

not possible to refuse the null hypothesis of the existence of a unit root, 

i.e. the hypothesis of autoregressive process of order one. However the 

residuals, as this case shows, can be non-stochastic.  

Consequently the Dickey-Fuller test is a tool that is not suitable to 

unveil whether the series follows a deterministic law, except for the 

special case that the series follows a deterministic linear trend. The 

acceptance of a unit root hypothesis and the presence of not serially 

correlated residuals does not authorize us to take the stochastic origin of 

the time series for granted. 

From the values of entropy (78%) and the positive maximal Liapunov 

exponent we may infer that the system is nearly unpredictable. However 
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these characteristics are typical of both stochastic and chaotic processes. 

In order to infer the existence of non-linear structures we have performed 

the BDS test. The value of the BDS statistic (which asymptotically 

converges to normality) turned out 99.2 and this allows us to reject the 

null Identical Independently Distributed Events hypothesis with a 

minimal probability to be mistaken. 

Autoregressive Rossler Growth 

Let us consider the following system: 

xt = xt-1 + 0.02xt-1( 1
10

t 


) (see fig. 10) 

where 0.02( 1
10

t 


) 

has an average equal to 0.02, and t ( is the result of a deterministic non-

linear system that generates a periodical (chaotic) cycles. 

Applying the Dickey Fuller test we would reject the null hypothesis of 

autoregressive process of order one and accept the alternative hypothesis 

of a deterministic trend. The Dickey-Fuller statistic turned out to be -

57.52, a value enormously greater than the respective critical value -3.97 

is the corresponding 5% critical value). The Durbin-Watson statistic 

turned out to be 0.09 and residuals are indeed serially correlated. Given 

these results we would think that the time series follows a deterministic 

trend and fluctuations are cyclical with reversible effects. However our 

model is autoregressive of order one, it does not follow a deterministic 

trend and the time series is entirely generated by fluctuations t  that have 

persistent effects. 
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The value of entropy of the residuals is 15% and this low value implies 

that the system tend to preserve a certain stability over time. The maximal 

Liapunov exponent is positive and therefore the evolution of the system is 

sensitive with respect to its initial conditions, but since its value is close 

to zero, it suggests that the system is also cyclical. In fact it has a periodic 

cycles, thus, the system is also chaotic. The recurrence plots of the 

residuals, just like a simple graph against time, shows a cyclical and a 

periodical dynamical structure. 

The proof for the existence of non-linear structures in the time series 

follows from the high value of the BDS statistic. The null Identical 

Independently Distributed Events hypothesis is rejected. Although the 

BDS test was able to detect correctly the existence of non-linear 

structures in the data also in this case, we may better appreciate its 

effectiveness when residuals are not serially correlated, as in the cases of 

the tent map and seasonally adjusted real time series. 

The comparison between the results from the artificial time series and the 

results from the US Economy are shown in Table 2.1 under the next 

section. 

22..55  EEmmppiirriiccaall  EEvviiddeennccee  ccoonncceerrnniinngg  tthhee  aabboovveemmeennttiioonneedd  

ccaasseess::  TThhee  UUSS  TTiimmee  SSeerriieess  

In the past 15 years the detection of non-linearities in real economic time 

series has turned out a very difficult task. The main problem is to apply 

the non-linear dynamics tools to time series that contain a sufficient 

number of observations. In order to reliably calculate the BDS test a quite 

high number of observations is needed. Around 400 observations are 

necessary to detect low dimensional non-linearities. If we wish to 
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discover more complex structures, we need even a higher number of 

observations. This is due to the fact that the BDS test has a very low 

power for small finite samples. Using a small sample from a random walk 

growth process, the BDS test rejects spuriously the null Identical 

Independently Distributed Events hypothesis. The application of the BDS 

test, as well as all the tools of non-linear dynamics based as the BDS test 

on the correlation dimension, on small samples may produce spurious 

results. In section 2.3 the problem of spurious results did not arise since 

the sample was sufficiently large and consequently the power of the test 

was also high. 

When we have a time series with a very limited number of observations, 

it is necessary to use linear metrics while the use of non-linear dynamics 

tools would only produce wrong results. For instance, the frequency of 

observations for GDP is only quarterly and data are available starting 

from 1959. Though the Bureau of Economic Analysis is going to release 

these data from 1929, we could only have a maximum of 280 

observations and this limitation would not allow us to prove the existence 

of a non-linear dynamics. 

Chavas and Holt (1991)[27] have chosen to analyze a very specific time 

series of which it was already known to have a cyclical nature: the Pork 

Cycle. Chavas and Holt have shown the existence of a periodic cycles in 

the quarterly time series of the US quantities and prices of pork meat 

from 1910 till 1984. Chavas and Holt have the great merit to have shown 

that fluctuations in time series may have a non-linear origin. 

In the analysis that follows, we focus on some main real macroeconomic 

time series. We check whether it is possible to extract signals from the 

residuals that economic literature has assumed to be stochastic. What we 
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want to ascertain whether the residuals also contain a non-linear 

component together with a truly stochastic component. We try to find 

whether important temporal linkages are present between residuals. We 

will attempt to falsify the results of rejection of the null Identical 

Independently Distributed Events hypothesis. We will proceed to a 

random shu-e of the time series in order to break any link among data. 

Afterwards we will apply non-linear dynamics tools on the shu-ed time 

series. If the results of non-linear test on both the original and the shu-ed 

time series are similar, it means that time linkages are not important and 

the time series is generated by a stochastic process, otherwise there is 

evidence that time cannot be ruled out and there exists a non-linear 

component. 

2.5.1 Industrial output 

The time series for industrial output is certainly one of the most complete 

available. Data go back to 1919 and the frequency of observation is 

monthly. 

Applying the Dickey-Fuller test to the log of the observed values, we 

cannot reject the null hypothesis of a unit root. Afterwards, we have 

estimated the following linear model that best fits the data: 

Y(t) = 0.02 + 0.99Y(t -1) + 0.51[Y(t - 1) - Y(t - 2)] + 0,000029t + 
e  

where Y(t) denotes the observed values of the industrial output in terms 

of value. The Durbin-Watson statistic is 1.95 well within the acceptance 

range 1.89-2.10. This indicates that the estimated residuals are not placed 

in serial correlation between each other. 
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From the original series Y we focused on the estimated residuals 

(disturbances) ê. The residuals appears also to be characterized by a very 

complicate dynamics if we look at the entropy level (80%). As to the 

industrial output, the data is shown in the next table: 

Table 2.1 

A dynamic model for the US industrial output 

Variable for the US industrial output: Observations N = 981 

Research model Y(t)=0.02+0.99*Y(t-1)+0.51*[Y(t-1)-Y(t-1)]+2.98E-0.5*t+et 

Variable  Coefficient  Statistic error t-statistics Probability  

Y(t-1) 0.99 0.005 96.7 0 

Y(t-1)-Y(t-1) 0.51 0.058 8.8 0 

Break  0.02 0.011 1.89 0 

Trend  0.0000298 0 1.95 0 

Information 

criterion of Akaike 

-5.22 Schwartz criterion -5.2 

Durbin-Watson 

statistics 

1.95 5% critical value 

3% critical value 

1% critical value 

2.10 

2.13 

2.15 

1.89 

1.87 

1.85 

Entropy of the 

residuals 

80%  

The calculus of the maximal Liapunov exponent depends on the 

parameter of the embedding dimension m. There exists a maximal 

Liapunov exponent for each value of m (as it is shown in the summarized 
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Table 2.3 below). The maximal Liapunov exponents are all positive for 

different values of m and this stands to indicate a high sensitivity of the 

time series with respect to its initial conditions. 

The existence of a structured dynamics seems also be corroborated by the 

Ruelle plot where the presence of continuous lines is clear. We can easily 

detect, without any a priori historical knowledge, the periods in which 

significant historical events have perturbed the industrial output. From 

this recurrence plot we can realize that the first years of the '20s, the years 

around 1933 and 1944, have been characterized by an anomalous 

dynamics. The embedded vectors represented by the single points around 

those dates show a big distance, compared to nearly all the other vectors. 

Moreover, we can see that after the 400
th

 embedded vector, the dynamics 

is more settled and seems also to repeat (see the bright area on the upper 

right). It is obvious that there is a structure that differs from a random 

walk. 

To ascertain whether the time series is generated by a non-linear 

deterministic process we have applied the BBS test. The null Identical 

Independently Distributed Events hypothesis is strongly rejected. A 

similar test based on the same statistic of the BDS test is the dimension 

test. The correlation dimension dm grows very slowly with m and tends 

to converge to a fixed value. This is typical of a process that is not guided 

by chance (Hommes 1998)[71]. 

If we randomize the order of the events of the original time series, we 

find that the values of the BDS test and the correlation dimension turn out 

to be very different from the values obtained using the original time series 

and we correctly accept the null Identical Independently Distributed 

Events hypothesis for the shu-ed time series. This is evidence that the 
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time order of the residuals of the original time series is not random, and a 

temporal causality in the fluctuations exists. 

We conclude that residuals in industrial output show a structure that 

cannot come from a mere linear stochastic process and therefore a non-

linear explanation is necessary to understand the temporal causality of 

events. This result shows that there exists a clear non-linear structure in 

the estimated residuals, which in turn should be considered as truly 

signals and not as noise. 

2.5.2 Empirical Analysis of Other Macroeconomic Time 

Series:  

Industrial Output in the Main US Sectors, Employment, Hourly 

Wages and Consumer Price Index 

A thorough analysis of each sector would be beyond the aim of this 

article whose focus is on the existence of deterministic structures in 

macroeconomic time series. Shortly we summarize the results obtained 

analyzing some of the main US macroeconomic time series. We have 

restricted our analysis to the main sectors of the American economy, 

employment, hourly wages and the consumer price index. Regarding the 

economic variables characterized by seasonal cycles we analyzed the 

seasonally adjusted time series. The frequency of observations is 

monthly. Data go back to 1947 for the transportation sector, industrial 

ma- chinery and electrical machinery, 1967 for the hybrid Hi-tech sector 

(computers, semiconductors and communications), 1939 for employment, 

1932 for hourly wages and 1913 for the consumer price index. 

All the time series (log transformed), except employment, seem 

characterized by a unit root, since for most of them we are not able to 
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reject the null Identical Independently Distributed Events hypothesis of 

the Dickey-Fuller test. with high confidence levels (higher than 5%). 

These results are qualitative similar to those obtained by Nelson .  

For all the time series, the estimated residuals of the linear model that fits 

best the data turn out to be serially uncorrelated (the null hypothesis of 

the Durbin-Watson test is never rejected even at high confidence level for 

all the time series. The data is presented in a summarized order in the 

next table: 

Table 2.2 

Dynamic models for other variables for the US Economy 

Variable for the output of transport equipment: Observations N = 633 

Research model Y(t)=0.13+0.96*Y(t-1)+0.000091*t+e 

Variable Coefficient Statistic error t-statistics Probability  

Y(t-1) 0.96 0.011 83.6 0 

Break  0.13 0.039 3.34 0 

Trend  0.000091 0 3.22 0 

Information 

criterion of 

Akaike 

-3.62 Schwartz criterion -3.80 

Durbin-Watson 

statistics 

1.86 5% critical value 

3% critical value 

1% critical value 

2.13 

2.16 

2.19 

1.86 

1.84 

1.81 

Entropy  73%  
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Variable for the output of industrial equipment: Observations N = 633 

Research model Y(t)=0.05+0.98*(t-1)+0.09*(Y(t-2)+Y(t-2)-Y(t-3)+0.26*(Y(t-3)-Y(t-

4)+0.0000758*t+e 

Variable  Coefficient  Statistic error t-statistics Probability  

Y(t-1) 0.98 0.005 213 0 

Y(t-1)-Y(t-2) 0.09 0.048 1.91 0 

Y(t-2)-Y(t-3) 0.29 0.038 7.7 0 

Y(t-3)-Y(t-4) 0.26 0.038 7.0 0 

Break  0.05 0.012 3.8 0 

Trend  0.0000758 0 4.1 0 

Information 

criterion of 

Akaike 

-5.738187 Schwartz criterion -5.695847 

Durbin-Watson 

statistics 

2.04 5% critical value 

3% critical value 

1% critical value 

2.13 

2.16 

2.19 

1.86 

1.84 

1.81 

Entropy  77%  

 

Variable for the output of electrical equipment: Observations N = 633 

Research model Y(t)=0.05+0.97*Y(t-1)+0.17*(Y(t-1)+Y(t-2)) +0.00014*t+e 

Variable  Coefficient  Statistic error t-statistics Probability  
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Y(t-1) 0.97 0.01 90.6 0.00 

Y(t-1)-Y(t-2) 0.17 0.06 2.57 0.01 

Break  0.05 0.02 2.80 0.01 

Trend  0.00014 0 2.46 0.01 

Information 

criterion of 

Akaike 

4.93 Schwartz criterion -4.89 

Durbin-Watson 

statistics 

2.06 5% critical value 

3% critical value 

1% critical value 

2.15 

2.18 

2.21 

1.86 

1.81 

1.78 

 

Variable for the output of hi-tech articles:  

Observations N = 393 

Research model Y(t)=1.00*Y(t-1)+0.12*(Y(t-1)+Y(t-2)) +e 

Variable  Coefficient  Statistic error t-statistics Probability  

Y(t-1) 1.00 0 3031 0.00 

Y(t-1)-Y(t-2) 0.12 0.07 1.62 0.10 

Information 

criterion of 

Akaike 

-5.58 Schwartz criterion -5.56 

Durbin-Watson 

statistics 

2.05 5% critical value 

3% critical value 

1% critical value 

2.17 

2.20 

2.23 

1.83 

1.80 

1.74 
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Variable for employment: Observations N = 729 

Research model Y(t)=0.16+0.98*Y(t-1)+0.27*(Y(t-1)+Y(t-2))+0.27*(Y(t-2)+Y(t-3))  

+0.000026*t+e 

Variable  Coefficient  Statistic error t-statistics Probability  

Y(t-1) 0.98 0.004 223 0 

Y(t-1)+Y(t-2) 0.27 0.101 2.6 0.01 

Y(t-2)+Y(t-3) 0.27 0.107 2.5 0.01 

Break  0.16 0.046 3.4 0 

Trend  0.000026 00 3.5 0 

Information 

criterion of 

Akaike 

-8.24 Schwartz criterion -8.21 

Durbin-Watson 

statistics 

2.07 5% critical value 

3% critical value 

1% critical value 

2.12 

2.15 

2.17 

1.88 

1.85 

1.83 

Entropy  68%  

 

Variable for hourly wages in production: Observations N = 811 

Research model Y(t)=1.00*Y(t-1)+0.20*(Y(t-1)+Y(t-2))+0.24*(Y(t-2)+Y(t-3))+e 

Variable  Coefficient  Statistic error t-statistics Probability  

Y(t-1) 1.00 0 4435 0 



THE COVER TIME RANDOM WALKS AND ECONOMIC DYNAMICS  

 7700  

Y(t-1)+Y(t-2) 0.20 0.12 1.70 0.08 

Y(t-2)+Y(t-3) 0.24 0.10 2.34 0.02 

Information 

criterion of 

Akaike 

-6.61 Schwartz criterion -6.59 

Durbin-Watson 

statistics 

2.04 5% critical value 

3% critical value 

1% critical value 

2.12 

2.14 

2.16 

1.88 

1.86 

1.84 

Entropy  71%  

 

Variable for consumer price index: Observations N = 1024 

Research model Y(t)=1.00*Y(t-1)+0.33*(Y(t-1)-Y(t-2))+0.16*Y((t-2)-Y(t-3))+0.13*Y((t-3)-

Y(t-4))+e 

Variable  Coefficient  Statistic error t-statistics Probability  

Y(t-1) 1.00 0  19561 0 

Y(t-1)-Y(t-2) 0.33 0.04 7.4 0 

Y(t-2)-Y(t-3) 0.16 0.05 3.3 0 

Y(t-3)-Y(t-4) 0.13 0.05 2.7 0.01 

Information 

criterion of 

Akaike 

-7.41 Schwartz criterion -7.39 

Durbin-Watson 

statistics 

2.05 5% critical value 

3% critical value 

2.10 

2.12 

1.90 

1.88 
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1% critical value 2.14 1.86 

Entropy  71%  

All the time series we analyzed are characterized by high entropy values 

(generally higher than 70%) that are typical of both chaotic and stochastic 

processes. For all the real time series we found positive values of the 

corresponding maximal Liapunov exponents (see Table 2.3) and this 

result suggests that nearby trajectories diverge over time at a positive 

exponential rate. The interesting result is that all the real time series are 

characterized by a Liapunov exponent that is decidedly lower than the 

one of a Identical Independently Distributed Events process, and lower 

than the one of the tent map. This suggests that even if real time series 

have to be considered unpredictable in the long run, in the short run they 

are more predictable than a Identical Independently Distributed Events 

process and a deterministic process like the tent map. 

Table  2.3 

Maximal Liapunov Exponents  

 М=1 М=2 М=3 М=4 М=5 

 

Universal process for the Identical Independently 

Distributed Events 

3.40 1.41 1.24 0.77 0.85 

Autoregressive Tent Map Growth 2.93 0.91 0.54 0.36 0.33 

Autoregressive Rossler Growth 0.67 0.06 0.1 0.39 0.11 

Industrial output 2.68 0.75 0.39 0.33 0.26 

Output of transport equipment 1.71 0.60 0.44 0.36 0.36 
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Output of industrial equipment 1.75 0.64 .033 0.28 0.30 

Output of electrical equipment 1.81 0.49 0.3 0.26 0.26 

Output of hi-tech articles 1.59 0.46 0.27 0.21 0.25 

Employment 1.55 0.67 0.36 0.30 0.27 

Hourly wages in production 1.81 0.7 0.51 0.39 0.36 

Consumer price index 1.88 0.93 0.58 0.45 0.36 

The presence of structures different from those typical of an Identical 

Independently Distributed Events process, has been pointed out by the 

recurrence plots of all the time series. The application of the EDS test 

provides us further information about the existence of determinism in 

time series. Applying the BDS test to all the time series at our disposal, 

we are not able to accept the null Identical Independently Distributed 

Events hypothesis. All the series are characterized by high values of the 

BDS statistic well beyond their respective critical values. 

The dimension test, based as the BDS test on the calculus of the 

correlation dimension, allows us in some cases to measure the dimension 

of the chaotic attractor that characterizes the time series. Without going 

into the details, the dimension test is based on the fact that a truly 

stochastic process is characterized by the growth of the correlation 

dimension with the increase of the embedding dimension, while a truly 

chaotic process is characterized by the correlation dimension tending to 

settle to a constant value when the embedding dimension increases 

(Hommes 1998)[71]. This constant value represents the dimension of the 

chaotic attractor.  
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In all the series we have analysed the correlation dimension grows less 

than proportionally with respect to "m", but in many cases we cannot 

detect a clear tendency of the correlation dimension to settle clearly to a 

constant value. For all the time series we have analysed, the BDS test 

suggests that the time series contain a deterministic structure, but it is not 

possible to quantify, via the dimension test, the dimension of the 

underlying attractor of the time series. 

To check furthermore our results we have randomly ordered the real time 

series, applied BDS and calculated the dimension correlation of the shu-

ed time series to see whether temporal linkages were relevant. In all the 

cases the values of the BDS and the dimension tests of the shu-ed time 

series were notably different. We could not reject the null hypothesis of 

the BDS test for all the shu-ed time series and the correlation dimension 

also was also higher. This is a confirmation that temporal linkages 

between residuals are really important and therefore a mere probabilistic 

hypothesis on the residuals of macroeconomic time series does not have 

empirical ground. 

The inferences drawn here are predominantly methodological by nature as it is 

impossible to provide official statistical series referring to another country, 

including Egypt. There are relatively short time series, concerning agriculture, 

used in the next chapter. The evaluations similar to those made above are 

difficult to be made on the basis of these time series. Nevertheless, there are 

some calculations made – they will allow us to draw both methodological and 

real conclusions. The latter would be better viewed as available alternatives for 

economic analyses, compared to those obtained in the country using other 

manners of work. A complex econometric set of tools has been used, based on 

filtered data, spectral evaluations and a complex econometric model of 

agriculture, prepared by us. 
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  CCHHAAPPTTEERR  33  

  TTIIMMEE  SSEERRIIEESS    

  FFOORR  TTHHEE  AAGGRRIICCUULLTTUURREE      

  OOFF  AARRAABB  RREEPPUUBBLLIICC  OOFF  EEGGYYPPTT::  

  AANNAALLYYSSEESS  AANNDD  FFOORREECCAASSTTSS  

3.1 Introduction 

Regardless of the political and economic fluctuations witnessed during the last 

few decades, the economy of the Arab Republic of Egypt has been determining 

its orientation towards industrialisation and modernization, both of large scale. 

The reforms carried out in the country have a significant positive impact in this 

respect (Naama [150]). The attention is focused predominantly on the industry 

and the infrastructure. With a view to the implementation of the projects in the 

fields at stake, both national funds and capitals are used – the acquisition of 

both resulted from loans and credits. The times of collapse and those equal to 

them as to intenseness – of progress of economy, could be easily detected in 

the chronology of the Egyptian development. These events are not solely 

externally determined but are also caused by internal agents. The economic 

development has already shown the capacity and vigour of the Egyptian people 

to overcome hardships. 

According to the data presented by the World Bank, the rate of growth of the 

Egyptian Gross Domestic Product (herein after GDP) during the past two years 

(2002 and 2003) is approximately 3%. During the 80s and 90s the average rate 

of growth of the GDP in Egypt was 5.4% and 4.5% accordingly, which is an 

achievement that could be assessed as good, considering the background of low 

values and the decreases witnessed during the 90s in other courtiers, including 

the Republic of Bulgaria (and for the world economy - 3.3% and 2.7% 
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accordingly). The agriculture share in the GDP is about 18%. The resent 

decrease of the Egyptian export is compensated for by the considerable 

increase during the year 2003, along with the stabilisation of the import to the 

level of the previous year. The increase of prices (which deflated the GDPs for 

2002 and 2003) is about 4%, which is acceptable. 

Even though the imports from Bulgaria are about ten times larger than the 

exports, the two countries have stable and traditional economic relationships 

marked in history. The goods exported for Bulgaria include agricultural 

products and raw materials. On the other hand, the imported goods consist of 

machinery, including electrical equipment, processed goods, metals, tobacco 

and tobacco products. 

Farming dominates in the field of agriculture, as it is the most important 

branch of the Egyptian economy. The arable land in Egypt covers only 3% of 

the whole territory and it is situated mainly along the river Nile. The support of 

the state addressed to the agriculture is delivered in the form of provision of 

credits under remarkably favourable conditions. This allows the population to 

use the arable land in an intense manner, even though these areas are restricted 

in terms of spread. The principal crops grown in the country are cotton, corn, 

rice, tomatoes, wheat and sugar cane. The fruit cultivation is one of significant 

nature, for it is grown mostly as an export good. Due to the restricted spread of 

the pasture-grounds, stock-breeding is not developed in an intense fashion. 

In order to reveal and study the nature of the economic dynamics of a specific 

branch of the economy of Egypt, we have chosen agriculture. The latter is the 

subject of consideration and study in the present chapter of the dissertation 

study. A restricted set of economic indices for the sector at stake were used 

with the aim to illustrate the potentialities of the statistical and econometrical 

methodology related to forecasting the future determination of the development 

of these indices, excluding the alternatives and pretensions with a view to the 

application of the theory and methodology subject of the previous two chapters. 
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The objectives of the specific study presented here are not related in a strict 

manner to outlining some actual results but mainly to forming and testing the 

methodology and the means of preparation of analyses and forecasts, which 

could be applied afterwards in a larger scale, considering the restricted 

coverage of the economic information. 

In this respect, the present study of the subject at stake begins with the 

application of time series‘ models, which could be considered as: 

1. Means of investigation of the underlying forces and structures 

that produced the observed data.  

2. Means of developing a model and after that proceeding to 

forecasting, monitoring or even providing a feedback and a feed forward 

control, including developing forecasts concerning the observed 

variables based on alternative fluctuations of the material and non-

controllable variables.  

 

The analysis of the time series has many applications such as: 

 Economic forecasting;  

 Sales forecasting; 

 Budgetary analysis; 

 Stock market analysis; 

 Yield projections; 

 Process and quality control; 

 Inventory studies; 

 Workload projections; 
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 Utility studies; 

 Census analysis, employment, education and healthcare; 

 And many others in the field of government, business, banking system, 

etc. 

Techniques  

The fitting of time series models can be an ambitious undertaking. There are 

many methods of model fitting including the following: 

1. Decomposition method; 

2. Box-Jenkins multivariate models; 

3. Holt-Winters exponential smoothing (single, double, triple). 

4. Spectral evaluation following Furrier‘s method of transformation. 

Goals 

There are two main goals of time series analysis:  

1. Identifying the nature of the phenomenon represented by the 

sequence of the observations. 

2. Forecasting (predictions concerning the future values of the time 

series‘ variables). 

Both of these goals require that the pattern of observed time series data is 

identified and more or less formally described. Once the pattern is 

established, we can interpret and integrate it with other data. 

Regardless of the depth of our understanding and the validity of our 

interpretation (a concept of the theory) of the phenomenon, we can 
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extrapolate the identified pattern to predict future events. In the first place 

this could be done through: 

A. Trend analysis 

There are no automatic techniques to identify trend components in the 

time series data; however as long as the trend is monotonous and smooth 

(consistently increasing or decreasing) the part of data analysis is 

typically not very difficult. If the time series data contain considerable 

error, then the steps in the process of trend identification is: 

1. Smoothing. 

2. Fitting function. 

B. Analysis of the Cyclical Correlation (a periodic correlation) 

The cyclical correlation is another general component of the time series pattern. 

It is formally defined as correlative dependency of order K between each 

ith element (Kendall,1976) and measured by auto correlation (i.e. a 

correlation between the two successive terms of the series); k is usually 

called the lag.  

Cyclical correlation can be visually identified in the series as a pattern 

that repeats every K-th element.      

C. Development of complex econometrical models 

This particular kind of synthesized review is delivered in a consistent manner 

in the sections below in the dissertation study. 
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3.2 Agricultural Time Series 

3.2.1 Common Features 

The series used in this study concern the data of five indices for the agriculture 

during the period 1959 – 2000. For certain subperiods (in the beginning and at 

the end of the period) the data follow the cycle of the agricultural years, 

whereas in the middle, the data follow the cycle of the calendar years. As a 

result, the series are shortened by two years (in the beginning and at the end of 

the period), which means that the actual period used is 1960 – 1999. These 

indices characterize the changes in: the total of agricultural production (TРcp), 

the total of production of the separate agricultural products in value (Prcp), the 

investments (Inv), the employment (Empl) and the labour remuneration 

(Wages) within the branch at stake. Excluding the ―employment‖ where the 

data were presented in thousands, the rest of the indices are presented in 

millions of Egyptian pounds according to the current prices. The data 

concerning the production by fixed price were also prepared but they were not 

representative enough and showed significant differences in dynamics 

regardless of the stability of the prices. That is why the current prices were a 

subject of preference, especially after taking into consideration the fact that the 

investments are hard to define in fixed prices – thus, they are presented in 

current prices. The issue concerning the labour remuneration is analogical. In 

this respect, the indices reflect the simultaneous fluctuation of the amount and 

the prices. The nature of the development of the variables for the period at 

stake could be represented by a graphic covering all variables: 
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    Figure 1 

The data, presented in this manner, are not informative enough, for a 

―smoothing‖ of the lower values could be detected in the beginning, along with 

a sharp raise at the end of the period, except for little exclusion. The scale of 

the data is also important. In this case, transforming the series in logarithms 

(natural or decimal as they are most suitable for the economic data) is more 

appropriate. The data in the next Figure 2 are presented after the 

transformation: 

 

Figure 2 
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In general, we could perceive both increase and parallelism of the two lines of 

the Agricultural Production, a line, which is nearly parallel to the abscissa axis, 

representing the fluctuations in the employment (which is relatively stable over 

the years at stake) and an increase of the investments and wages with 

fluctuations during specific years – 1964 and 1982. 

 

3.2.2 AAggrriiccuullttuurraall  PPrroodduucctt  TTiimmee  SSeerriieess  AAnnaallyyssiiss 

According to the indices for the Agricultural Product by current prices 

presented in the above two figures, we could draw the conclusion that their 

progress increases over the years but there is not a clear linear trend. In terms 

of information, the fluctuation of the rate of growth (in percent) for both 

indices could be more useful. In the following two figures (3 and 4) the indices 

are denoted by TРcpq (Tq) and Prcpq (Pq): 

 

 

Figure 3 
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     Figure 4 

The last two figures fluctuate in a similar trajectory. The rates of growth could 

be viewed as nearly stationary series filtering the initial values of the two 

series. Regardless of the slightly parabolic appearance of the changes, the 

results could be accepted with a tendency, which is almost parallel to the 

abscissa axis with constant dispersion. Normally, this is a common definition 

of stationarity. The application of more complex filters might turn out to be 

more useful from a formal point of view but at the same time, in practice, it 

could be inappropriate. Even in this case, the elimination of the trend is 

achieved, along with the almost stationary series concerning the progress of the 

data. Besides the abovementioned, the application of this filter saves the actual 

point of the values and allows a more natural interpretation of the results of the 

evaluations to be made for the purpose of developing forecasts. 

The fluctuations observed for the rates around the polynomial of second power 

could be accepted for almost incidental fluctuations. The parameters of the 

polynomial of second power for both variables concerning the rate of growth 

could be denoted by а, b and с at the general appearance of the fluctuation: 

Tq (accordingly Pq)=a +b*t+c*t
2
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They have the following values, along with the significance evaluations, 

definition coefficient, Durbin-Watson test (herein after DW-test), etc. (the 

evaluations are made by means of the software product Soritec Win32 and the 

standard operator Regress): 

Regress(origin) Тq t t2 

REGRESS : dependent variable is TQ 

Using   1961-1999   

Variable          Coefficient      Std Err        T-stat      Signf 

T                       1.63005       .189565        8.59886       .000 

T2            -.362861E-01   .619679E-02   -5.85563       .000 

                    Equation Summary 

No. of Observations =      39       R2=   .8227   (adj)=   .8131 

Sum of Sq. Resid. =   1705.50       Std. Error of Reg.=  6.78929 

Log(likelihood)   =  -129.011       Durbin-Watson     =  2.39382 

Schwarz Criterion =  -132.674       F (  2,   37)    =   85.8328 

Akaike Criterion  =  -131.011       Significance     =   .000000 

 

Regress(origin) Рq t t2 

REGRESS : dependent variable is PQ 

Using   1961-1999 

Variable          Coefficient      Std Err        T-stat      Signf 
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T                       1.64900       .209046        7.88819       .000 

T2            -.364591E-01   .683363E-02   -5.33525       .000  

                        Equation Summary 

No. of Observations =      39       R2=   .7991   (adj)=   .7882 

Sum of Sq. Resid. =   2074.05       Std. Error of Reg.=  7.48702 

Log(likelihood)   =  -132.826       Durbin-Watson     =  2.28462 

Schwarz Criterion =  -136.489       F (  2,   37)    =   73.5638 

Akaike Criterion  =  -134.826       Significance     =   .000000 

 

All the parameters are of statistical significance, the definition coefficients are 

high and there are no signs of autocorrelation of the disturbances of the DW-

test. The improved evaluations are due to the removal of the non-dependable 

term `a` through the application of the additional operator Regress (origin). 

3.2.3 Investments’ Time Series Analysis  

Figure 2 shows the dynamics of the investment series – thus, we find ground 

for the statement that there could be four periods determined in the fluctuation 

of the series defining the separate stages of the Egyptian agriculture 

development. The periods are: up to 1964, up to 1972, up to 1988 and until the 

end of the previous century. In general, we could percept the existence of an 

exponential trend of the investments‘ time series for the agricultural sector of 

the country. 

The exponential function has the following general appearance: 

Inv = a*q
time
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Where q represents the parameter that characterizes the average exponential 

rate of deviation and time is an artificial variable for time (marked also as t). 

After the evaluation we obtained the following results: 

Regress lgi time 

REGRESS : dependent variable is LGI 

Using   1960-1999 

Variable          Coefficient        Std Err            T-stat         Signf 

^CONST              1.25452       .709072E-01    17.6924       .000 

TIME                .636705E-01   .301392E-02    21.1255       .000 

                           Equation Summary 

No. of Observations =      40       R2=   .9215   (adj)=   .9195 

Sum of Sq. Resid. =   1.83981       Std. Error of Reg.=  .220037 

Log(likelihood)   =   4.82675       Durbin-Watson     =   .19279 

Schwarz Criterion =   1.13787       F (  1,   38)    =   446.286 

Akaike Criterion  =   2.82675       Significance     =   .000000 

set qe=10**.636705e-01 

Constant QE =   1.15790 

 set ae=10**1.25452 

Constant AE =   17.9688 

The model of the curve exponential increasing is: 

Inv = 17.9688*(1.15790**t) 
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The graphic illustrates the analysis of the trend concerning the investments in 

agriculture. This model indicates that when t (year) increases by one unit, i.e. 

one year, the investments in agriculture increase by a value of 

17.9688*(1.15790**t) for the successive values of t. The value 1.1579 shows 

the average exponential rate of the annual increase of investments. In other 

words, it is an increase of 16% for each year of the period. 

The existence and the character of the cyclical correlation for the particular 

time series could be indicated after its filtering and obtaining the singular rates 

of growth by years, and calculating the autospectral function. The next graphic 

illustrates how do the rates of growth evolve in percents for the investments in 

the sector: 

 

Figure 5 

Figure 5 reveals two significant periods of increase of the average trend of 

investments: for 1972 – 1978 and for 1989 – 1999, with the presence of annual 

fluctuations. The negative values of the rates of growth during the last few 

years have almost disappeared. This development could be described in an 

appropriate manner through a polynomial of fourth power:  

Іq =a +b*t+c*t
2
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The evaluation of the polynomial parameters could be done by the application 

of the abovementioned software product. The results obtained state as follows:  

Regress iq t t2 t3 t4 

REGRESS : dependent variable is IQ 

Using   1961-1999 

Variable          Coefficient      Std Err        T-stat      Signf 

^CONST           66.0535       23.7743        2.77836       .009 

T                      -21.1262       8.01264       -2.63661       .013 

T2                      2.11943       .800213        2.64858       .012 

T3                -.752213E-01   .298794E-01   -2.51750    .017 

T4                .877739E-03   .370735E-03    2.36757      .024 

                                Equation Summary 

No. of Observations =      39       R2=   .1977   (adj) =   .1033 

Sum of Sq. Resid. =   21684.5       Std. Error of Reg.=  25.2543 

Log(likelihood)   =  -178.594       Durbin-Watson     =  2.49273 

Schwarz Criterion =  -187.753       F (  4,   34)      =   2.09402 

Akaike Criterion  =  -183.594       Significance     =   .103181 

 

The results state good evaluations for the individual values of the parameters 

and for the autocorrelation coefficient but, nevertheless, the determination 

coefficient is too low (0.1977). The application of a polynomial without a non-

dependable term makes the evaluations even worse. The next Figure 6 



THE COVER TIME RANDOM WALKS AND ECONOMIC DYNAMICS  

 8888  

compares the real values with those obtained and confirms the hypothesis for 

the development of the investments‘ rates of growth by a polynomial of fourth 

power: 

 

Figure 6 

The polynomial of fourth power used could be interpreted as an attempt 

to represent the data concerning the investments as a cyclical trajectory as 

well. 

3.2.4 Employment Time Series Analysis 

The form of the employment time series is a nearly flat line, which is 

parallel to the abscissa axis (Figure 2). Initially, we could accept a linear 

trend for the values of the employees within the agricultural sector – this 

trend shows smooth annual decrease of the number of the employees. The 

model of the linear trend indicates an average annual decrease of 21 

thousand employees. As to the rates of growth, after the high significant 

values and fluctuations up to 1976, there are sustainable values, excluding 

the two negative values – for 1977 and 1981 – it could be illustrated by 

Figure 7: 
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Figure 7 

It turns out that the characterization of the rates of growth for employment is a 

nice polynomial of a rather high power – seventh, for example. As a rule, the 

higher the power of the polynomial, the more directly it describes the process at 

stake, regardless of the fact that from a statistical point of view, this should not 

be accepted in the capacity of an advantage. In this particular case, the 

description of the specific fluctuations of the time series has certain advantages. 

The results obtained are as follows: 

Regress eq t t2 t3 t4 t5 t6 t7 

REGRESS : dependent variable is EQ 

Using   1961-1999 

Variable          Coefficient      Std Err        T-stat      Signf 

^CONST           15.6433       2.34664        6.66625       .000 

T                      -9.64429       1.93752       -4.97764       .000 
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T3                 -.260084       .654569E-01   -3.97336       .002 
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T4               .154852E-01   .424261E-02    3.64991       .002 

T5              -.499221E-03   .148132E-03   -3.37011       .003 

T6                .824550E-05   .263897E-05    3.12452       .005 

T7              -.546826E-07   .188055E-07   -2.90781       .007 

                                  Equation Summary 

No. of Observations =      39       R2=   .6324   (adj)=   .5494 

Sum of Sq. Resid. =   41.5233       Std. Error of Reg.=  1.15735 

Log(likelihood)   =  -56.5611       Durbin-Watson     =  2.30013 

Schwarz Criterion =  -71.2154       F (  7,   31)    =   7.61775 

Akaike Criterion  =  -64.5611       Significance     =   .000024 

 

The results obtained could be viewed as relatively good. The determination 

coefficient is over 0.6 and the correlative polynomial coefficient is about 0.8. 

The Figure used as a basis of comparison between the real values and those 

obtained is presented below: 

 

Figure 8 
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Once again we could interpret the polynomial of seventh power used as an 

attempt to represent the data on employment in the form of cyclical trajectory. 

As to its capacity to be applied for the purpose of developing forecasts, the 

polynomial trajectories are very sensitive and the development of forecasts 

through their application is not recommended. 

3.2.5 Wages’ Time Series Analysis  

The graphic of the trajectory of wages distributed within the agricultural sector 

by time (Figures 1 and 2) shows a specific exponential function and the 

logarithms highlight two stages. The first one is fluctuating slightly and its 

trajectory is increasing more sharply – up to 1981, whereas the second one is 

smoother and its function is increasing less sharply, still, by increasing 

logarithmic values. In general, we could accept the existence of an exponential 

trend covering the absolute values over the whole period. 

This means that there is an annual absolute and relative increase of wages of 

agriculture. 

In this particular case, the model of the exponential increase curve is: 

Wagesq = 73.9401*1.12340
t
 

Whereas the evaluations obtained are as follows: 

Regress lgw time 

REGRESS : dependent variable is LGW 

Using   1960-1999 

Variable          Coefficient      Std Err           T-stat         Signf 

^CONST          1.86888       .335095E-01    55.7716       .000 

TIME            .505345E-01   .142433E-02    35.4796       .000 
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                                Equation Summary 

No. of Observations =      40       R2=   .9707   (adj)=   .9699 

Sum of Sq. Resid. =   .410894       Std. Error of Reg.=  .103986 

Log(likelihood)   =   34.8085       Durbin-Watson     =   .23712 

Schwarz Criterion =   31.1196       F (  1,   38)    =   1258.80 

Akaike Criterion  =   32.8085       Significance     =   .000000 

set waq=10**.505345e-01 

set waa=10**1.86888 

Constant WAA =   73.9401 

Constant WAQ =   1.12340 

The results obtained allow us to assess the evaluation as good. Only DW-test 

has a low value and it shows the existence of an autocorrelation of the 

deviations. The values of the rate of growth cannot be viewed as informative, 

regardless of the fact that for the purpose of maintaining the uniformity of the 

transformations concerning the rest of the variables, we should apply 

analogical approach. Figure 9 below presents the trajectory mentioned: 

 

Figure 9 
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There is a significant fluctuation until 1982 combined with a sharp increase in 

1980. The next stage is much smoother but at the same time tending to 

increase, and having typical higher value of the rates during the 90‘s, which is 

related to the fluctuations of the economic growth of the country during this 

period. 

The brief characterization of the variables investigated and applied with a view 

to development of agriculture lead us towards the next step – determining the 

nature of cyclic recurrence and drawing a complex model that is to be used for 

the development of forecasts. 

 

3.3 CCyycclliicc  RReeccuurrrreennccee  aanndd  EEvvaalluuaattiioonn  ooff  tthhee  PPeerriiooddiicc  FFlluuccttuuaattiioonnss  iinn  

tthhee  PPrrooggrreessss  ooff  tthhee  AAggrriiccuullttuurraall  VVaarriiaabblleess 

3.3.1 Common Features of CCyycclliicc  RReeccuurrrreennccee  iinn  EEccoonnoommiiccss 

Cyclic recurrence is a basic characteristic of economy. It occurs in the field of 

agriculture and other sectors of economy in a very distinctive fashion. At 

present, there is a justified interest in the cyclic fluctuations in the dynamics of 

the main economic indices, especially those related to the cyclic fluctuations in 

middle-term and long-term aspect. This is so because the significance of 

studying the problem has an important practical aspect, besides the theoretical 

one – it is related to the commercial practices and government. 

The majority of the economists of the 19
th

 century did not recognize the idea 

or, to be more specific, did not apprehend the existence of regular cycles in the 

economic activity (Morgan) [151]. In general, they scrutinized and 

comprehended the reality straight to the point of the terms of ―crises‖. There 

are some exceptions among the economists of the 19
th

 century – J. Schumpeter 

discussed the beginning of the business cycles and highlighted the fact that to 

the exception of Marx and Jevens, the economists of the 19
th

 century were not 
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interested in these cycles. More than 130 years ago K. Marx wrote to F. Engels 

―...you know the table where prices, discount percentage and so on and so on 

are presented in their progress over the years and so on, by ascending and 

descending zigzags. For the sake of crises analysis, I tried a few times to 

calculate these ups and downs as irregular curves and I was thinking (and I am 

still thinking) that based on the above it would be possible for me to determine 

the principle laws of the crises in mathematical terms, by using materials that 

are trustworthy enough.‖ (Marx, Engels) [152]. 

The majority of the eastern economists (those of Central and Eastern European 

countries, to be more precise) rejected the theoretical possibility of the 

existence of cycles within the so-called centrally planned economies 

(Dimitrov) [153]. Some of them marked, first and foremost, the fluctuations in 

the investments and the existence of investment cycle in these countries. The 

Finnish economist R. Dalsted confirms the existence of not only investment 

cycle but also of cycle of reserves, cycle of exchange of capitals, cycle of 

agriculture along with the institutional cycles. He also noted that the 

dependency of the Eastern countries upon their commercial relations with the 

Western countries is a source of transfers of some of the fluctuations in the 

economic activity of the latter over the centrally planned economies. These are 

viewed as additional circumstances explaining the cyclic fluctuations in the 

countries at stake, regardless of the fact that officially they were rejected. 

However, the existence of all visible periodic fluctuations is not 

always a fact. With a view to that, the Russian economist, engineer and 

mathematician Slutzky placed in 1927 a stress on two circumstances 

(Slutzky) [154]: firstly, visible periodic fluctuations could be merely 

accidental by nature as it is observed in Physics and biology; secondly, 

the institutional cycles are hard to explain, considering their strict 

sequence (for example the Eight-year period cycles of H. Moore), without 

grounding their genesis sufficiently well. The agent mechanism causing 
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the formation of these fluctuations reproducing year after year and decade 

after decade the same reoccurring sine waves ascending and descending 

over the surface of the ocean of the social life, following the strict cycle 

of day and night, is still unknown. ―Is it not easy to understand, continues 

Slutzkiy, that the contemporary scientist must once again seek for the 

explanations of the human actions in the cosmic space, like they used to 

do centuries ago?‖ Even the most progressive hypotheses could be 

approved but according to Slutzky, the facts need to be explained. 

According to the classification of J. Schumpeter [155], this is how the available 

data on some basic economic series could be used for the purpose of seeking 

and proving the existence of at least three types of periodicity (cycles): 

Kitchin Cycle – a short-term cycle lasting 3 to 4 years, related to the 

movement of turnover funds (net cash in circulation, materials, money and 

other securities); 

Juglares Cycle - a middle-term cycle lasting 6 to 8 years (containing of two 

Kitchin cycles), called commercial cycle; 

Labrusse Cycle - a middle-term cycle lasting 10 to 12 years (containing one 

and a half Juglares cycles). In most cases, the agents of the middle-term cycles 

of Juglares and Labrusse should be sought in the changes of capital.  

The length of the agriculture series in Egypt referred to in the present chapter 

of the study allows us to present the abovementioned cycles but does not allow 

for the presence of significant local maximums to be sought within the low 

frequencies, i.e. the existence of longer cycles, such as those described by S. 

Kuznetz and J. Schumpeter (lasting about 20 – 25 years), by N. Kondratiev 

(lasting about 45 – 55 years) and so on. 

In general, periodical fluctuations of economic variables show the existence of 

the amplitude recurrence and the phase of their values, which is not very strict 
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– it results in lagging or, respectively, in leading, of the effects over their 

progress. These effects could also show the existence of inertia of the economic 

processes. 

3.3.2 Auto Spectral Analysis of Time Series: Auto Spectra of the 

Filtered Variables 

For the purpose of the analysis of the cyclic recurrence the spectral analysis 

based on the Furrier‘s transformation of the auto correlative function is used for 

each separate series filtered. In this way the dispersion of the series is being 

distributed by frequencies and the maximum value of the spectrum at the 

specific frequency is sought. The frequency is a fluctuation for a set unit of 

time and its reciprocal value determines the length of the wave (in this 

particular case, it is a year) [153]. The formula used for the spectrum (Jenkins 

and Watts) [156] is presented below: 

Raa(l)=2{1+2 k=1
l-1

 [raa(k)*W(k)*cos(lk/F)]},  

where 

Raa(l) is the auto spectral function; 

raa(k) – is the auto correlative function; 

W(k) – is the cover time window; 

 = 3,141592653; 

l = 0, 1, 2, …, F; 

k = 1, 2, …, L-1; 

F = 2L; 

f = (1/2)F; 
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W(k) = -(1/2)[1+cos(k/L)] for k<L. This is the formula for the Tucky-Henan 

window used for the purpose of calculating the spectrum.  

The spectral evaluations are prepared by a programme developed on the basis 

of the software product Soritec. The obtained figures allow for the spectrum of 

all the variables filtered to be presented in a more compact manner in Figure 

10: 

Graphics of the auto spectra for the rates of growth for all the variables 

inspected and filtered with respect to the agriculture of the Arab Republic 

of Egypt. 

  

        Figure 10 

The calculations are based on 32 section points – 15 shifts are used and 15 auto 

correlative coefficients are computed respectively. The length of the time series 

does not allow the application of more auto correlative coefficients – usually 

they should cover about ⅓ of the length of the series. A programme based on 

the software product Soritec Win32 was developed by the scientific supervisor 

for the purpose of this particular study and applied here. 
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The graphics presented on Figure 10 allow us to assume the existence of local 

maximums for the corresponding values of the frequency and to determine the 

length of the spectral wave, respectively. In this particular case we could 

register the autolags for the five series filtered – they are presented at the main 

diagonal of the lag matrix at the end of the next section. 

3.3.3 Cross Spectral Analysis of Time Series: Coherent and Phase 

Spectra 

Cross spectral analysis (in this particular case it is bispectral) is based on two 

bispectra – a coherent one and a phase one. The first one measures the strength 

of the correlation between the two variables having an index analogical to the 

determination coefficient, fluctuating from 0 to 1; the second one measures the 

strength of the correlation too, only this time using a phase shift, i.e. the cosine 

of the angle of interaction between the variables. Where the angle is zero 

degrees, the cosine is 1 and the interaction is most intense (it is supposed to 

correspond to the value of 1 for the coherent spectrum) at a specific frequency. 

Where the angle is /2 the interaction is the least intense. The coherent 

spectrum shifts form - /2 to +/2. The mark of the phase spectrum is 

significant – where the value is negative, the correlation is direct (as it has been 

set) and where the value is positive, the correlation is reverse. This could be 

seen in the lag matrix, which is mirror-symmetric (by mark discrimination). 

The following formulas were used for the purpose of computing the bispectra: 

Coherent spectrum   К
2

ab(i) = {A
2

ab(i)}/{Raa(i)*Rbb(i)} 

Phase spectrum   Fab(i) = arctan {- Qab(i)/Lab(i)}, 

where the values of the auto spectra were used and the sine and cosine 

transformations were computed [153]: 

Lab(i)=2*{L(0)+ k=1
L-1

 [Laa(k)*W(k)*cos(ik/F)]},  
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Qab(i)=2* k=1
L-1

 [qab(k)*W(k)*sin(ik/F)], 

0  i  F . 

A programme based on the software product Soritec Win32 was developed for 

the purpose of evaluating the cross spectra in this particular case. The results 

obtained are presented in a graphic form – Figure 11 and Figure 12, for the 

coherent and phase spectra respectively: 

Graphics of the bispectra for the rates of growth concerning the 

agricultural variables in the Arab Republic of Egypt 

1.  For All Variables – Coherent Spectra 

 

                        FFiigguurree  1111 

Note: The values over 1 unit of the coherent spectrum are not natural, thus they 

should be viewed as 1 unit. Usually this could be obtained for the window 

chosen and for more section points. This could be explained only by the 

existence of accidental errors. 
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2.  ІІ. For All Variables – Phase Spectra 

 

               Figure 12 

The two figures could be viewed only in the capacity of an illustration in order 

to shorten the text – as a rule, for all the pairs of the variables separate figures 

are applied. The values are indicated on the same basis, along with the mark of 

the correlations, by comparing the values for the two types of bispectra. As a 

result, we obtain the entire composition of the following lead-lag matrix (herein 

after ―lag matrix‖): 

Lag matrix (from the spectral analysis) 

Variable Tq Pq Iq Eq Wq 

Tq -6 -5 -5 -3 -5 

Pq 5 -6 -3 -5 4 

Iq 5 3 -3 -2 -5 

Eq 3 5 2 -4 3 

Wq 5 -4 5 -3 -5 
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The lag matrix is mirror-symmetric and the autolags (in years) are situated on 

the main diagonal; over the main diagonal are situated the leads and lags of the 

variables in the main series as to the main column and under the main diagonal 

– vice versa. This matrix is to be applied for indicating the leads and lags in the 

developed complex Agricultural Sector Econometric Model for Egypt. Not all 

the elements of the matrix are applied – only those included in the complex 

model after they are considered to be expedient from economic point of view. 

33..44  Agricultural Sector Econometric Model for Egypt 

(АSЕМЕ'1961 – 1999): Development and Application at 

Forecasting 

Three endogenous variables are determined within the АSЕМЕ: rates of growth 

for production (Tq), investments (Iq) and employment (Eq). The exogenous 

variables are as follows: rates of growth for the total of production (Pq) and 

wages (Wq), as well as the artificial variable for time (Time or ―T‖), lagging 

variables (six) and leading variables (two) that could refer to both endogenous 

and exogenous variables. 

The lagging variables are Tq{-6}, Iq{-3}, Iq{-5}, Eq{-2}, Eq{-3} и Eq{-4}, 

whereas the leading variables are Tq{5} and Wq{3}. Now we have 14 variables 

– 3 endogenous and 11 exogenous. 

3.4.1 Equations of АSЕМЕ'1961 – 1999  

The correlations included in the model are linear, regardless of the fact that the 

linearity at stake does not apply to the initial variables, for the equations are 

expressed in a differential form – in this particular case we have linear 

differential equations. The correlations include the following: 

Function of the production rate of growth: 

(1) Tq=f(Iq, Eq, Pq, Time (Т), Tq{-6}, Iq{-5}, Eq{-3});   
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Function of the investments rate of growth: 

(2) Iq=f(Tq, Wq, Iq{-3}, Eq{-2}, Tq{5}); 

Function of the employment rate of growth: 

(3)  Eq=f(Iq, Wq, Time (Т), Eq{-4}, Wq{3}). 

 

In general, the system has the following matrix expression, along with the 

reduced form that is determined by the matrix P: The actual meaning of this 

form is that it presents each one of the endogenous variables Y separately, 

through all the exogenous variables X. In this way, the final solution reflects 

both the direct and reverse relations between the variables: 

BY+ ГХ = , Y= -B
-1

ГХ +B
-1
и  = -B

-1
Г 

 

where the matrix B is: 

 

         -1    y12   y13  

 B =   y21   -1      0 

           0    y32    -1 

 

and the matrix G is transposed: 
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          x14      0        0 

          0     x25       x35 

          x16      0       x36 

          x17      0         0 

            0      x28       0 

G =    x19       0        0  

           0      x110       0 

          x111      0        0 

           0         0     x112 

           0      x113      0 

           0         0     x114 

 

For the purpose of evaluating the parameters, the standard commands of the 

two-step method of the least squares of the software product Soritec Win32 are 

executed. In order to indicate the leads and lags, a correction of the length of 

the period is made – from 1967 to 1994. The evaluations are drawn without a 

non-variable term: 

Evaluation of the first equation 

use 1967 1994 

exogenous pq wq t eq{-2} eq{-3} eq{-4} iq{-3} iq{-5} tq{-6} wq{3} tq{5} 

twosls(origin) tq iq eq pq t tq{-6} iq{-5} eq{-3} 

TWOSLS : dependent variable is TQ 

Using   1967-1994 

Exogenous Variables 

     ^CONST PQ WQ T EQ{-2} EQ{-3} EQ{-4} IQ{-3} IQ{-5} 

           TQ{-6} WQ(3) TQ(5) 



THE COVER TIME RANDOM WALKS AND ECONOMIC DYNAMICS  

 110044  

      Variable          Coefficient      Std Err        T-stat      Signf 

IQ                     -.583358E-01   .122345       -.476815    .638 

EQ                     -1.51502       2.15348       -.703520       .489 

PQ                      .865950       .118386        7.31461        .000 

T                       .228220       .231843          .984374        .336 

TQ{-6}            -.713095E-01   .171241       -.416427      .681 

IQ{-5}             -.641098E-02   .423602E-01   -.151344    .881 

EQ{-3}            -.139668         1.02266           -.136573      .893 

                                Equation Summary 

     No. of Observations =      28       R2=   .9326   (adj)=   .9102 

     Sum of Sq. Resid. =   567.133       Std. Error of Reg.=  5.19676 

     Log(likelihood)   =  -81.8477       Durbin-Watson     =  2.10040 

     Schwarz Criterion =  -93.5104       F (  7,   21)    =   41.5200 

     Akaike Criterion  =  -88.8477       Significance     =   .000000 

constant y12 -.583358e-01 

constant y13 -1.51502 

constant x14 .865950 

constant x16 .228220 

constant x17 -.713098e-02 

constant x19 -.641098e-02 

constant x111 -.139668 

 

Evaluation of the second equation 

twosls(origin) iq tq wq iq{-3} eq{-2} tq{5} 

  TWOSLS : dependent variable is IQ 

  Using   1967-1994 
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           Exogenous Variables 

   ^CONST PQ WQ T EQ{-2} EQ{-3} EQ{-4} IQ{-3} IQ{-5} 

           TQ{-6} WQ(3) TQ(5) 

      Variable          Coefficient      Std Err        T-stat      Signf 

TQ                      .300726       .714801        .420712       .678 

WQ                      .172457       .361938        .476481       .638 

IQ{-3}                  .529246E-01   .209402        .252742       .803 

EQ{-2}                 -4.80118       4.88658       -.982524       .336 

TQ(5)                   .842700       .573790        1.46866       .155 

                                Equation Summary 

     No. of Observations =      28       R2=   .3532   (adj)=   .2126 

     Sum of Sq. Resid. =   20586.8       Std. Error of Reg.=  29.9178 

     Log(likelihood)   =  -132.133       Durbin-Watson     =  2.26338 

     Schwarz Criterion =  -140.464       F (  5,   23)    =   2.51185 

     Akaike Criterion  =  -137.133       Significance     =   .059104 

constant y21 .300726 

constant x25 .172457 

constant x28 .529246e-01 

constant x110 -4.80118 

constant x113 .842700 

 

Evaluation of the third equation 

twosls(origin) eq iq wq t eq{-4} wq{3} 

TWOSLS : dependent variable is EQ 

  Using   1967-1994 

           Exogenous Variables 
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   ^CONST PQ WQ T EQ{-2} EQ{-3} EQ{-4} IQ{-3} IQ{-5} 

           TQ{-6} WQ(3) TQ(5) 

     Variable          Coefficient      Std Err        T-stat      Signf 

IQ                     -.264435E-01   .185007E-01   -1.42933      .166 

WQ                      .730697E-02   .136121E-01    .536799    .597 

T                       .497866E-01   .171604E-01    2.90126       .008 

EQ{-4}             .259856           .193749        1.34120          .193 

WQ(3)             -.186076E-01   .150429E-01   -1.23697       .229 

                                  Equation Summary 

No. of Observations =      28       R2=   .2146   (adj)=   .0439 

Sum of Sq. Resid. =   34.3001       Std. Error of Reg.=  1.22119 

Log(likelihood)   =  -42.5715       Durbin-Watson     =  2.21964 

Schwarz Criterion =  -50.9020       F (  5,   23)    =   1.25708 

Akaike Criterion  =  -47.5715       Significance     =   .315759 

constant y32 -.264435e-01 

constant x35 .730697e-02 

constant x36 .497866e-01 

constant x112 .259856 

constant x114 -.186076e-01 

 

After the evaluation, we denote the matrices and their transformations: 

matrix beta (3 3) -1 y12 y13 y21 -1 0 0 y32 -1 

print beta 

  Matrix BETA = 

       1               -1.00000       -.583358E-01   -1.51502 

       2                .300726       -1.00000        0.00000 
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       3                0.00000       -.264435E-01   -1.00000 

                             1                      2                    3 

binv = inv(beta) 

print binv 

  Matrix BINV = 

       1               -.994535        .181735E-01    1.50674 

       2               -.299082       -.994535        .453116 

       3                .790879E-02    .262990E-01   -1.01198 

                             1                      2                    3 

emat=binv*beta 

print emat 

  Matrix EMAT = 

       1                1.00000       -.138778E-16    0.00000 

       2                0.00000        1.00000            0.00000 

       3           -.398986E-16   -.346945E-17    1.00000 

                             1                      2                    3 

 matrix gama (3 11) x14 0 x16 x17 0 x19 0 x111 0 0 0 ... 

0 x25 0 0 x28 0 x110 0 0 x113 0 0 x35 x36 0 0 0 0 0 x112 0 x114 

print gama 

  Matrix GAMA = 

       1                .865950        0.00000           .228220       -.713098E-02 

       2                0.00000        .172457          0.00000             0.00000 

       3                0.00000        .730697E-02    .497866E-01    0.00000 

                              1                     2                    3                      4 

       1                0.00000       -.641098E-02    0.00000       -.139668 

       2                .529246E-01    0.00000       -4.80118        0.00000 
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       3                0.00000           0.00000         0.00000        0.00000 

                              5                     6                   7                       8 

       1                0.00000        0.00000        0.00000 

       2                0.00000        .842700        0.00000 

       3                .259856        0.00000       -.186076E-01 

                              9                   10                    11 

П=(-1)*binv*gama 

print pi 

  Matrix П = 

       1                .861217       -.141439E-01    .151957           -.709201E-02 

       2                .258990        .168204            .456975E-01   -.213275E-02 

       3           -.684861E-02    .285908E-02    .485782E-01    .563974E-04 

                                1                   2                       3                         4 

       1               -.961825E-03   -.637594E-02    .872542E-01   -.138905 

       2                .526354E-01   -.191741E-02   -4.77494       -.417722E-01 

       3               -.139186E-02    .507031E-04    .126266        .110460E-02 

                                5                   6                       7                        8 

       1               -.391535       -.153148E-01    .280368E-01 

       2               -.117745        .838094        .843140E-02 

       3                .262970       -.221622E-01   -.188306E-01 

                                 9                10                     11 

   

Provided the evaluated parameters do not change, i.e. maintain the values of 

the matrix P, we would be able to forecast the values of the endogenous 

variables – that is if we have the values of the exogenous variables for the 

corresponding years (we take the real values for those characterized by lags; we 
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need a forecast for those referring to the future, including the leading ones, 

which in most cases are exogenous variables). 

3.4.2 Forecasting the Endogenous Variables 

For the purpose of forecasting the three endogenous variables we apply the 

matrix P and alternative forecasts for the exogenous variables, along with a 

consideration of the leads and lags concerning the endogenous variables as 

their past and future values are taken (as objectives). 

For the purpose of forecasting the five exogenous variables for the period 2000 

– 2015, we use the standard procedures of the software product Soritec after 

selecting only two of them: Simple Exponential Smoothing and ARIMA (as to 

forecasting the variable for time, the case is trivial). For the first four variables 

the first procedure was selected, whereas for the fifth one both procedures were 

approved. In this manner we obtained the forecasts for the period at stake – 

these forecasts are used for the purpose of forecasting the endogenous 

variables: 

  Рq_fcst2 Рq 

   Simple Exponential Smoothing -- Alpha= .100 

  Period        Actual         Forecast  

    1999        7.4048               - 

    2000                            13.6190 

    2001                            12.9976 

    2002                            12.4383 

    2003                            11.9349 

    2004                            11.4819 

    2005                            11.0742 

    2006                            10.7073 
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    2007                            10.3770 

    2008                            10.0798 

    2009                              9.81228 

    2010                              9.57153 

    2011                              9.35486 

    2012                              9.15985 

    2013                              8.98434 

2014               8.82639 

2015               8.68423 

       Wq_fcst2 Wq 

   Simple Exponential Smoothing -- Alpha= .100 

      Period         Actual       Forecast  

  1999           7.3354            - 

  2000                             10.3173 

  2001                             10.0191 

  2002                               9.7507 

  2003                              9.5092 

  2004                              9.2918 

  2005                              9.0962 

  2006                              8.9201 

  2007                              8.7616 

  2008                              8.6190 

  2009                              8.4906 

  2010                              8.3751 

  2011                              8.2711 

  2012                              8.1776 
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  2013                              8.0933 

2014 8.0176 

2015 7.9493 

              Tq_fcst2 Tq 

   Simple Exponential Smoothing -- Alpha= .100 

   Period        Actual       Forecast         

  1999           7.2838        - 

  2000                         13.2388 

  2001                         12.6433 

  2002                         12.1073 

  2003                         11.6250 

  2004                         11.1908 

  2005                         10.8001 

  2006                         10.4485 

  2007                         10.1320 

  2008                          9.8472 

  2009                          9.5909 

  2010                          9.3601 

  2011                          9.1525 

  2012                          8.9656 

  2013                          8.7974 

2014 8.6461 

2015 8.5098 

      Iq_fcst2 Iq 

   Simple Exponential Smoothing -- Alpha= .100 

  Period        Actual       Forecast         
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  1999      20.2650             - 

  2000                         21.9957 

  2001                         21.8227 

  2002                         21.6669 

  2003                         21.5267 

  2004                         21.4005 

  2005                         21.2870 

  2006                         21.1848 

  2007                         21.0928 

  2008                         21.0100 

  2009                         20.9355 

  2010                         20.8685 

  2011                         20.8081 

  2012                         20.7538 

  2013                         20.7049 

2014 20.6609 

2015 20.6213 

ARIMA Еq_fcst  

2000                        1.43516 

2001                       1.22719 

2002                       1.02745 

2003                        .835619 

2004                        .651386 

2005                        .474447 

2006                        .304515 

2007                        .141312 
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2008                       -.154282E-01 

2009                       -.165962 

2010                       -.310536 

2011                       -.449384 

2012                       -.582735 

2013                       -.710805 

2014                       -.833803 

2015                       -.951932  

          Eq_fcst2 Eq 

   Simple Exponential Smoothing -- Alpha= .100 

  Period        Actual       Forecast       

  1999            1.6517          - 

  2000                             1.2029 

  2001                             1.2478 

  2002                             1.2882 

  2003                             1.3245 

  2004                             1.3572 

  2005                             1.3867 

  2006                             1.4132 

  2007                             1.4370 

  2008                             1.4585 

  2009                             1.4778 

  2010                             1.4952 

  2011                             1.5109 

  2012                             1.5249 

  2013                             1.5376  
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2014            1.5490 

2015   1.5593 

In order to obtain the forecasted values, we apply a programme based on the 

software product Soritec Win32 – for 11 years in the future we use a two-year 

pace for each one of the three endogenous variables: 

 

Forecast for the Endogenous Variables of ASEME’1961 – 1999 for the 

Period 2000 – 2010 (Rate of Growth in %) 

 

Years  

Production Investments Employment 

 

ТРсрq 

 

Іnvq 

 

Emplq 

1999(f.) 7.3 20.3 1.7 

2000 17.0 10.2 1.9 

2001 16.4 8.9 2.1 

2002 15.9 7.2 2.3 

2003 15.9 5.4 2.3 

2004 15.5 4.2 2.5 

2005 15.3 3.5 2.6 

2006 15.0 2.3 2.7 

2007 14.9 1.4 2.8 

2008 14.7 0.6 2.9 

2009 14.6 -0.1 3.0 

2010 14.5 -0.9 3.1 
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We must not consider the result concerning this forecast as a general truth – 

first and foremost, it should be taken into consideration from an analytical 

point of view: in the capacity of an alternative and a test of the dynamic and 

complex econometrical model drawn, as well as on the basis of the 

ARIMA/ARS models. The result may prompt the testing of other alternatives, 

by applying the methodology and methods described, considering the fact that 

the methods are various. The results obtained could be viewed first and 

foremost in their qualitative aspect and not restrictively in their quantitative 

one, regardless of the unidirectional nature of the evaluations. 

The actual data on the rates of the three endogenous variables and their 

forecasted values up to 2010 are presented in the a table and by graphic (Figure 

13) below:  

Table 3.1 

Actual Data and a Forecast for the Rates of Growth of the Total of 

Production, the Investments and the Employment in the Agriculture of 

Egypt for the Period 1961 – 2010 (in %) 

 

    Production Investments Employment 

Years TPcpq   Invq     Emplq 

1961    3.85144    29.4915     9.39908 

1962   -1.65563    35.8639     1.40845 

1963    7.87879    42.1965      .888889 

1964    5.64919    38.3469     1.12885 

1965   21.5362    -12.8306     2.12360 

1966    2.57657    -7.52809    3.36444 

1967   10.0592      -.121507   -.324977 

1968    2.27150   -23.9659      .719350 

1969    2.91579     8.16000    1.86260 
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1970    9.96216    -9.31953    -.983631E-01 

1971    2.41838   -13.0506     2.42111 

1972   10.1535    -17.6360      .931746 

1973   22.5328     31.2073     1.68755 

1974   24.2498     -5.90278    1.16480 

1975   11.1286     74.5387      .132944 

1976   17.3042      4.12262     .142251 

1977   18.0043     48.6294    -2.85045 

1978   22.2559     30.6694      .770074 

1979    7.29095    34.8667      .723078 

1980   36.0333     43.4884      .840336 

1981   14.0354     21.6640    -2.38095 

1982   22.9758    -12.7886     1.04878 

1983   14.9690     33.7576     1.03790 

1984    9.85071    15.2836     1.02723 

1985   22.1232     42.0175     1.20596 

1986   33.6587    -13.8340     1.16822 

1987   11.2810     99.9191     1.17783 

1988   16.2088     40.9569     1.09564 

1989   20.2649    -17.7287      .948295 

1990   13.6294     16.8645      .939387 

1991   16.1807     20.2520      .864170 

1992    8.95463    -4.92360     .571178 

1993   12.8283     18.2491      .939275 

1994   15.5500     25.1934      .779052 

1995   15.6429     10.0912      .773030 

1996   14.1906     28.5676     1.15065 

1997    7.91913    42.1118     1.53781 

1998    7.63193    20.3159     1.74274 

1999    7.28375    20.2650     1.65171 
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2000   17.0361     10.1945     1.91484 

2001   16.3708      8.89729    2.10185 

2002   15.9235      7.15418    2.25307 

2003   15.8533      5.39383    2.32762 

2004   15.5054      4.21706    2.47858 

2005   15.2891      3.45203    2.59872 

2006   15.0115      2.32584    2.71895 

2007   14.8581      1.43829    2.81281 

2008   14.7056       .592614   2.92530 

2009   14.5822      -.118617   3.02611 

2010   14.4860      -.882051   3.12822 

 

 Figure 13 

The total of production rate of growth of is slightly decreasing, which is more 

likely to be due to a decrease of the physical amount, than to a decrease of the 

prices, as they always tend to increase not only as a result of the inflation but 

also as a result of the changes in the quality. The decrease of the investment 

rate of growth is one of a larger scale in contrast to the employment rate of 
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growth, which is slightly increasing. There is a tendency – a past one and an 

expected too, even though it is not very clear: the increase of the employment 

rate of growth would be combined with a decrease in the production rate of 

growth due to the specific nature of the agricultural sector. This could be 

viewed on Figure 14 where an evaluation based on a linear regression of the 

rates for the period 1960 – 2000 (50 years) is presented:  

 

Figure 14 

The correlation concerning the investments is similar – it is negative too, only 

weaker. The decrease of the production rate of growth is most likely to result 

from the restricted growth of investments (Figure 15): 

 

Figure 15 

ARE Agriculture's Employment Vs. Total of
Production Rate of Growth (Actual & Fitted)

tq

^yfit

P
ro

d
u

ct
io

n
 R

at
e 

o
f

G
ro

w
h

t 
(i

n
 %

)

Employment Rate of Growth (in %)

-10

10

20

30

40

10

ARE Agriculture's Investment Vs. Total of
Production Rate of Growth (Actual & Fitted)

tq

^yfit

Pr
od

uc
tio

n 
R

at
e 

of
G

ro
w

th
 (i

n 
%

)

Investment Rate of Growth (in %)

-10

10

20

30

40

100



THE COVER TIME RANDOM WALKS AND ECONOMIC DYNAMICS  

 111199  

If we compare the relation between the rates of growth of investments and 

employment, we would obtain a reverse tendency, which confirms the theory 

of the complementary nature of the two variables, as it is shown in Figure 16: 

 

Figure 16 

The developed complex model is only one of the alternatives. The programme 

applied could be repeated after taking into consideration other possible values 

of the endogenous, lagging and leading variables. However, this would exceed 

the objective set for the present study.  
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CCOONNCCLLUUDDIINNGG  RREEMMAARRKKSS 

The recent interest directed towards the random walks is determined by its 

wide spread application in various fields and by the development of the 

mathematical theory generalizing these processes and applying this theory in 

practice. Many phenomena of the economic dynamics are strictly isomorphic 

as to their nature related to the manifestations of the random walks. The 

classical theory of random walks deals with random walks in their capacity of 

infinite graphs and studies their behaviour as a continuous dynamical process. 

The basic characteristics of the random walks are tightly bind to the theory of 

graphs and the definition of the various types of graphs describing the specific 

features of the movements, including those of the economic indices throughout 

time. Regardless of the fact that it is not possible for us to characterize the 

economic dynamics as a typical stationary process, attempts to transform the 

economic variables into stationary ones present us with the opportunity to 

apply the qualities of stationarity in the capacity of a unique irreversible 

distribution throughout time. 

The definition of cover time of random walks in the form of graphs, the hitting 

time and the commute time belong to the cases of the simple connected 

undirected graphs and their probabilistic distribution together with their upper 

and lower bounds, which so far have not found their direct application in 

economic dynamics. However, the determination of the general upper and 

lower bounds of the cover time has found empirical proves – not only in the 

artificial but also in the real economic distributions of cover time.Furthermore, 
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among the residuals, which are not interconnected by serial correlation, non-

linear signals could be found – under the deterministic (linear or broken) or 

stochastic trends. 

The lack of stationarity in the economic time series is due entirely to random 

walks or it results from the operation of non-linear elements. The fluctuations 

of the series could not be accounted for in terms of exogenous agents and 

shocks only. There is an endogenous genesis that must be revealed and 

described, above all things, through the non-linear dynamic models. The unit 

root autoregressive models are a suitable tool for revealing the specifics of 

movement. Economic fluctuations are similar to the white noise and they 

prompt the economists to assume that they resemble the Identical 

Independently Distributed Events. This particular kind of description is suitable 

only from a formal point of view – confusing the economic dynamics with the 

white noise is a cardinal mistake. 

The approach that has been placed foreword is based on the separation of the 

stochastic component (which actually exists in the residuals) from the 

deterministic component and after that the two components are being studied 

separately. In order to succeed in executing this operation, a filter of the data is 

used, based on the conception of the non-linear dynamics. The analysis of the 

present study is restricted to the mere registration of the existing clear non-

linear elements within the residuals of the macroeconomic time series. Thus, all 

the time series that have been studied are being characterized by determinism, 

regardless of the fact that the time series (excluding the employment) are non-
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stationary and the residuals have a serial correlation between each other. If 

everything we said so far is true in a short-term aspect then the alternative of 

developing forecasts, which are more accurate than those developed on the 

basis of the autoregressive models, is a fact, naturally, provided that long 

enough initial time series existed. 

The issue of separating the two alternative hypotheses – the hypothesis of the 

deterministic trend and the one of the stochastic trend – is reflected in the 

fundaments of the scientific sources on the unit root and the broken trend. 

Nevertheless, this issue was not a priority for the present study – our primary 

objective was the registration of the non-linear structures within these 

components, where the linear stochastic models are being studies as exogenous 

agents. The role of the noise within the linear stochastic models is similar – it 

transforms the non-stationary processes in processes that are stationary as to 

their form. From a theoretical point of view, our priority was to examine 

whether a certain component, considered to be a noise, could have an 

endogenous character. If it is so, then the economic variables could deviate 

from the stationary route, even without the existence of exogenous shocks. On 

the other hand, a non-stationarity, which is being examined, could result from 

the existence of complex correlations between the economic variables. 

As an example of the trend of the agricultural production and in the capacity of 

an application of the analysis of the economic dynamics, a similar analysis, 

related to the indices of the agriculture of Egypt, is presented in Chapter 3. In 

the case of the investments, the increase is being described by an exponential 
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function, whereas in the case of employment, a temporary decrease of the 

progress is observed. In a middle-term perspective, the capital (the capital 

investments) and the labour are at the same time complementary and 

competitive factors – they are determining the increase of the physical amount 

of the product, on the one hand, and on the other hand, the increase is 

influenced simultaneously by the non-eliminated price factor. 

In order to eliminate the price factor, the future studies should pay special kind 

of attention to the information database of the models – to allow for variables 

with reliable constant price basis to be formed. Where determining the 

character of the economic dynamics, the provision of comparable and long 

enough time series is very important for the justified application of the 

examination tests known at this point, even though their application for 

drawing conclusions on the economic dynamics must not be exaggerated. The 

complex econometric modeling could be significantly increased as to its 

coverage, not only from an informative point of view but also in the matter of 

content: more branches and sectors of the economy could be covered and 

therefore, more variables and models would be included in the model; more 

possible alternative solutions could be found. That is how the pragmatic 

function of the work will increase. Regardless of that fact, the study presents a 

methodological and a systematic aspect of development, which is at least 

theoretically consistent. The further implementation could be expanded in a 

more successful manner by the application of the model on the principle of 

team work. 
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